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This article presents a stochastic ground-motion accelerogram model for Northwest Europe which
simulates accelerograms compatible with seismic scenarios defined by earthquake magnitudes
4 <M,, < 6.5, distance-to-site 10 km < Rep; < 100 km and different types of soil (rock, stiff and soft soil).
This model is developed based on Rezaeian and Der Kiureghian (2008, 2010) [1,2] and is a set of pre-
dictive equations that define a time-modulated filtered white-noise process. Such predictive equations
were calibrated by means of the random-effects regression technique using a subset of the European
database of accelerograms. The model is validated in terms of PGA, PGV and spectral accelerations using
GMPEs for the UK, Europe and Middle East, and other Stable Continental Regions. This model is the first
of its kind for NW Europe.
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1. Introduction

In order to conduct seismic probabilistic risk analysis (SPRA), it
is necessary to perform non-linear time history (NLTH) analysis of
a structural model. Ultimately, this will lead to an estimation of
the probability of unacceptable performance of the structure for
the defined seismic hazard [3-5]. The main obstacle for conduct-
ing NLTH analysis of structures is the scarcity of accelerograms
able to realistically represent the frequency content, intensity
distribution and the strong shaking phase duration of recordings
compatible with the scenarios that contribute most strongly to the
hazard of the site selected [2]. This is an even more remarkable
problem for areas of medium-to-low seismicity because: (i) strong
earthquakes rarely occur, and (ii) those areas have limited mon-
itoring networks [6]. For the United Kingdom (UK), which is a zone
of relatively low seismicity, seismic hazard cannot be disregarded
as strong earthquakes can still occur and may jeopardise the
structural integrity of high-risk structures [7]. The paucity of
accelerograms has led structural engineers to using techniques
based on selecting, scaling and matching procedures applied to
available records [8-10]. Even though the legitimacy and applic-
ability of these procedures have been the subject of ample dis-
cussion in the literature [11-13], they are widely accepted and
used by researchers and practitioners [14-16]. In general, these
procedures are intended to match a spectral shape predicted by
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ad-hoc ground motion prediction equations (GMPEs). Currently,
GMPEs play a critical role in seismic hazard and risk analysis and
much research effort has been placed on the development of such
models. Examples of state-of-the-art GMPEs are: the NGA-West2
Research Project [17], a major long-term project that developed
attenuation models for active tectonic regions; and similarly for
Europe and the Middle East, a new generation of GMPEs devel-
oped using the most recent pan-European strong-motion data-
bank [18]. However, as SPRA requires the direct specification of
sets of accelerograms, the use of GMPEs is actually an unnecessary
intermediate step towards this objective [19]. Promising trends in
earthquake engineering have been developed aiming at the
replacement of GMPEs in seismic hazard and risk analysis for more
rational approaches [20-22], as the one proposed in this work.
Stochastic generation of artificial accelerograms can be used to
overcome the scarcity of ground-motion records. Currently, there
are three techniques used to generate artificial accelerograms [23]:
(i) mathematical or source-based models based on physical/seis-
mological principles (e.g. Halldérsson et al. [24]; Liu et al. [25]); (ii)
experimental or site-based models using measured/experimental
data (e.g. Mobarakeh et al. [26]; Rofooei et al. [27]; Sgobba et al.
[28]); and (iii) hybrid models that combine both approaches (e.g.
Graves and Pitarka [29]). As pointed out by Boore [30], source-
based models are mostly developed by seismologists in an attempt
to explain the physics behind earthquake generation (e.g. source
mechanism and propagation path). On the other hand, experi-
mental models are mainly developed by engineers to obtain
accelerograms using fitting techniques. From a structural engi-
neering point of view, the main setback in using source-based
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models is that a profound knowledge of the governing seismolo-
gical features of the site of interest is needed.

For the UK, the underlying tectonic mechanism that causes
earthquakes is not yet fully understood [31] and there is little
correlation between the pattern of earthquake occurrence and the
structural geology of Britain [32]. Additionally, the database of
British earthquakes is mainly composed of accelerograms recorded
from small magnitude earthquakes, M,, 2-4.5 [33]. Consequently,
the nature of accelerograms (in terms of intensity, frequency
content and time duration) is still unknown for stronger earth-
quakes, say M,, 6, that may occur in the UK [34]. This situation is
critical for the British nuclear industry, as such a magnitude is in
the order of earthquakes that need to be included in seismic risk
analyses, when considering a design basis event of 10,000 years
return period [35]. In order to help fill this gap, a site-based model
based on Rezaiean and Der Kiureghian [1,2] is proposed that sto-
chastically simulates two-component horizontal accelerograms
compatible with any seismic scenario defined by an earthquake of
magnitude 4 <M,, <6.5, distance-to-site 10 <R.,; <100 km and
different types of soil (rock, stiff and soft soil). These accel-
erograms can be used to perform SPRA on high-risk structures in
the UK and NW Europe. The model is based on a set of predictive
equations for parameters that govern a fully non-stationary sto-
chastic process that is used to simulate earthquake accelerograms.
The predictive equations are calibrated using regression analysis
on a dataset of accelerograms recorded in the tectonic region to
which the UK belongs. The simulation of accelerograms is entirely
made in the time domain, it essentially involves the generation of
random variables and uses a few input data readily available in
structural engineering practice. This model is the first of its kind
for the general region of NW Europe including the UK. The model
is validated through a comparison of estimated peak ground
accelerations (PGA), peak ground velocity (PGV) and spectral
accelerations with those produced by GMPEs for similar target
geographical regions.

This article is organised as follows: Section 2 gives a full
description of the target geographical region of interest and
defines the dataset of accelerograms selected for this work. The
explanatory variables selected to perform regression analyses for
the predictive equations are also discussed in this section. Section
3 provides the stochastic process to simulate accelerograms and
gives an example of simulation using a single record from NW
Europe as the target accelerogram. This section also reports pre-
dictive equations for the parameters that govern the stochastic
process and their regression coefficients, as a function of earth-
quake magnitude, distance-to-site and type of soil. Section 4
provides the procedure to simulate accelerograms and validates
such simulations against recorded accelerograms from NW Europe
and GMPEs. Such attenuation models are from three main regions:
the UK, Europe and the Middle East, and other Stable Continental
Regions (SCRs) whose tectonic behaviour is expected to be similar
to NW Europe's. Section 5 discusses further aspects regarding the
calibration and use of the model proposed, its validity, its limita-
tions and its constraints imposed by traditional attenuation rela-
tions. Finally, the conclusions from this work are summarised in
Section 6.

2. Target geographical region and model parameters

The United Kingdom (UK) is considered to be an intraplate
region with moderate-to-low seismicity levels [32]. In seismolo-
gical terms, it is part of one of several Stable Continental Regions
(SCRs), possessing unique tectonic features. These features are
mostly linked to the timing and nature of crustal deformation.
Johnston et al. [36] reported a comprehensive study on the

tectonic character and seismicity of SCRs worldwide. They defined
nine major and some minor SCRs that cover approximately 2/3 of
all continental crust (and 1/4 of all crust: continental, oceanic and
transitional); however, they are only responsible for 0.22% of the
global seismic moment release rate. This reflects the relatively low
seismicity levels in SCRs (such as the UK) compared to tectonically
active zones (such as California and Japan). In spite of this fact,
seismic hazard in the UK is non-negligible, as strong ground
motions capable of compromising the structural integrity of stra-
tegic facilities can still occur [7]. In terms of magnitudes, two of
the most significant known earthquakes which occurred in the UK
were in 1382 and 1580 in the Dover Straits area. Both events were
of magnitude approximately M; 5.75 [32]. This magnitude is close
to the largest known earthquake occurred in the UK: an event M,,
5.8 occurred in the English Caledonides region of the North Sea in
1931 [37]. Additionally, in a study by Musson [38], it was sug-
gested that a major earthquake M,, 7 could have occurred offshore
in recent geological times in the NW European passive margin
near Britain. Examples of the latest moderate earthquakes which
have occurred in the UK are: (i) a M; 4.7 event in September 2002
in Dudley, West Midlands [39] (ii) a M,, 4 event in April 2007 in
Folkestone, Kent [40], and (iii) a M; 5.2 event in February 2008
near Market Rasen, Lincolnshire [41]. The current state-of-the-art
knowledge on the seismicity and seismic hazard zoning of the UK
is reported in Musson and Sargeant [42].

Several problems arise when developing predictive models in
zones that are not tectonically active. The database of British
earthquakes is mainly composed of accelerograms recorded from a
few small magnitude earthquakes. The use of such information, in
the prediction of accelerograms of moderate-to-strong earth-
quakes, can produce unreliable and unrealistic results [42]. It is
also not entirely consistent to make predictions based on accel-
erograms recorded in different SCRs from the region of interest.
Even though all SCRs share the same fundamental crustal features,
there is no overall agreement whether such regions are similar in
terms of their earthquake generation and attenuation mechanisms
[34]. Therefore, the predictive model proposed in this work is
based on the assumption that the nature of accelerograms
(intensity, frequency content and time duration) of strong mag-
nitude earthquakes in Britain would be similar to those strong
earthquakes occurred in the same SCR to which the UK belongs,
namely NW Europe. This assumption effectively avoids both the
use of small-magnitude records to predict moderate-to-large
accelerograms and the inclusion of earthquakes from other SCRs
or other intraplate regions.

2.1. Definition of Northwest Europe

A systematic description of the boundaries of NW Europe
was needed. Various definitions have been reported in the lit-
erature, for example, Goes et al. [43] defined it as a relatively
small area excluding the UK and the Scandinavian peninsula,
whereas Ambraseys [44| defined it as a more expanded area
including the UK and most of Norway and Sweden. The
approach used in this work to define boundaries for NW Europe,
was the Flinn-Engdhal (F-E) regionalisation scheme [45],
comprising the countries and areas indicated in Table 1 and
shown in Fig. 1. Such a definition of NW Europe is within the
limits of the European SCR defined by Johnston et al. [36].
Hence, it can be considered as a subset of the SCR of interest,
possessing relatively uniform tectonic features.

Regarding the size of the dataset, it is acknowledged that cur-
rent databases of accelerograms have experienced a particularly
rapid expansion in recent years to reach several thousands of
available earthquake recordings [17,46]. Such an expansion has led
a fast development of GMPEs: Douglas [47] showed that more
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Table 1
Countries/areas that comprise the NW Europe F-E region [45].
Eire Belgium
United Kingdom Denmark
North Sea Germany
Southern Norway Switzerland
Sweden Northern Italy
Baltic Sea Austria
France Czech and Slovak Republics
Bay of Biscay Poland

The Netherlands Hungary

than 15 new of these models are published every year. These
models normally combine seismic events from different regions in
order to calibrate them using datasets composed of a few thou-
sands of recordings. One advantage of using stochastic accel-
erogram models is that it is possible to obtain similar results as
those predicted by GMPEs but using smaller datasets. For example,
Rezaeian and Der Kiureghian [1] showed that using a small subset
of 206 accelerograms of the NGA database, a particularly good
agreement was obtained with four GMPEs of the NGA Project,
which in turn were calibrated using a large number of recordings
ranging from 1574 to 2754. In this light, a small dataset of

Fig. 1. Map of the NW Europe F-E region [45].
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recordings from the European database was used in this work, yet
a good agreement was expected to obtain with predictions made
with European GMPEs.

A suitable pan-European on-line database in the public
domain providing accelerograms from the countries/areas in
Table 1, was the Internet Site for European Strong-Motion Data
(ISESD) [33]. It is acknowledged that the existence of the most
recent pan-European strong-motion databank [18] unifies all
European databases of accelerograms. However, such a database
was unavailable in the public domain at the time of writing. The
variables considered for the model proposed in this work are:
(i) earthquake magnitude, (ii) earthquake distance-to-site and
(iii) type of soil. These variables are described in detail in the
following sections. It is not possible to include the style of
faulting in the present model, but a discussion on this topic is
provided in Section 2.5.

2.2. Earthquake magnitude: scale and bounds

For this work, the moment magnitude scale (M,,) is used in
calibrating the prediction model. Several earthquake magni-
tudes in the ISESD database are reported in different scales,
namely, the surface-wave magnitude (M;), the body-wave
magnitude (mp) and the local magnitude (M;). Hence, their
equivalent magnitudes in M,, need to be estimated. Conversion
scale formulae, based on regression analysis, have been reported
in literature [48]. However, the conversion formulae reported by
Johnston [49] are used in this work as they were calibrated for
SCRs only. Regardless of the conversion formulae used, it is
acknowledged that their use can increase the uncertainty of the
model [50]. Nevertheless, the use of conversion formulae is
unavoidable when dealing with moderate-to-low seismic areas
as the calculation of M,, for relatively small earthquakes is rarely
undertaken.

For the lower bound magnitude in the dataset, M,, 4 was
selected. This value is in line with lower bounds used for seismic
hazard assessments in the UK [20]. It is acknowledged that some
GMPEs intended for use in the UK [6,37] used a minimum mag-
nitude of M,, 3. However, it is considered that such small earth-
quakes have little, or no, significance for structural engineering
purposes. For the upper bound magnitude, M,, 6.5 was used. This
magnitude has also been considered as the maximum value in
seismic hazard assessments in Britain [42]. This value is also the
maximum earthquake magnitude found in the ISESD database for
the F-E region indicated in Table 1.

2.3. Earthquake distance: metric and bounds

Several distance metrics have been used in earthquake
engineering: epicentral distance (R.p;), hypocentral distance
(Ruyp), rupture distance (R,p) and the Joyner-Boore distance
(Rg) [51]. Repi and Ryyp, are metrics that consider the earthquake
rupture as a point source. These metrics are suitable for low-to-
moderate magnitudes, but inappropriate for moderate-to-large
earthquakes as the source comprises an extended area. In such
scenarios, Ry, and Ry are more appropriate. For the information
source for this work, the ISESD database reports two distance
metrics: Repi and Ry, although the latter is only reported for
earthquake magnitudes greater than 6. As the completeness of
Rjp is sparse, Rp; is used in this work. It is worth mentioning that
Repi and Ry are closely related to each other, as both are defined
along the surface of the Earth. The underlying assumption of
using Rep; is that the variability of focal depths was not con-
sidered in the calibration of the prediction model proposed.
British earthquakes, on average, can be considered to be shallow

crustal. Small magnitude events have focal depths ~10 km; for
stronger events, the depth increases up to ~25 km [52].

For this work, accelerograms recorded at R.p; less than 10 km
were discarded. This is to exclude some intrinsic features of
near-fault records that would need to be addressed in a separate
model, e.g. severe directivity pulses [53], which can have a
significant influence on the frequency content of accelerograms.
The largest R.p; found in the ISESD database for the F-E region in
Table 1 was 193 km. Certainly, the model proposed does not
apply when dominant scenarios are controlled by near-fault
conditions. However, some potential nuclear sites in the UK are
controlled by seismic scenarios whose distances are > 10 km
[20,35,54], in which case the model proposed is fully applicable.

2.4. Type of soil

For the case of GMPEs calibrated for use in Western United
States, the type of soil has been included quantitatively, through
the average shear wave velocity in the upper 30 m (Vss3o) [55].
However, for Europe and the Middle East, the type of soil was
traditionally included qualitatively by directly specifying the class
site (e.g. ‘rock’, ‘stiff soil’, etc.) (e.g [56,50]), although the most
recent models have been calibrated by direct specification of Vs3q
[57]. For the specific case of UK models, the site classification has
been considered qualitatively or it has not been included [37]. For
NW Europe, the ISESD database reports both Vs3¢ and types of soil
based on the Boore et al. [58] criteria: very soft soil: Vs3p0 < 180 m/
s; soft soil: 180 < Vs39 <360 m/s; stiff soil: 360 < Vs3g < 750 m/s;
rock: Vsso> 750 m/s. For earthquakes from the F-E region in
Table 1, the information for Vg3 is not complete, but qualitative
site classification is provided. Therefore, three types of soil are
included: (i) rock, (ii) stiff soil and (iii) soft soil. Very soft soil is
discarded as it is unlikely that any major civil structure would be
built on such soil.

2.5. Faulting mechanism

For the case of GMPEs, the style of faulting is normally
included qualitatively (e.g. ‘strike-slip’, ‘normal’, ‘reverse’)
[17,57]. For the UK, the style of faulting is not normally included
[37]. This is possibly due to the fact mentioned in Section 1 that
the underlying tectonic mechanism causing earthquakes in the
UK is not yet fully understood. Baptie [31] reported that the
style of faulting related to British earthquakes is mostly strike-
slip, but may be reverse and, at a lesser extent, normal. The
ISESD database does report the style of faulting, but the infor-
mation is not complete for the F-E region indicated in Table 1.
Therefore, for this work, the faulting mechanism could not be
included in the prediction model.

2.6. Summary of the dataset

Only accelerograms recorded in free-field conditions are
included. All those recorded in buildings or other types of
structure are discarded. Also, aftershocks are included in the
dataset used in this work as the separation between mainshocks
and aftershocks in European earthquakes has an unclear effect
[59]. In summary, the dataset (last accessed 02.09.2013) con-
sidered for this work included free-field two-component hor-
izontal accelerograms from earthquakes magnitude M,, 4-6.5,
recorded at epicentral distances between 10 and 193 km, con-
sidering three generic types of soil: rock, stiff soil and soft soil.
The total number of accelerograms obtained for the F-E region
(Table 1) was 220 records (110 pairs of horizontal accel-
erograms) obtained from 43 earthquakes. In terms of the type of
soil, the dataset used in this work includes 42 pairs of horizontal
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accelerograms recorded in rock, 52 in stiff soil and 16 in soft soil.
Fig. 2 provides a graphical summary of this dataset. Table 2
provides information of the earthquakes in this dataset.
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Fig. 2. Distribution of magnitudes and distances for the dataset used in this work.

3. Stochastic process and model calibration

As mentioned in Section 1, site-based or experimental models
make simulations based on measured data of recorded earth-
quakes using mathematical fitting techniques. For the simulation
of accelerograms, the majority of such models consist of the
modulation in time of a filtered white-noise process. The key issue
for these models is their ability to account for non-stationarity in
the time and frequency domains. Examples of site-based models
can be found in Mobarakeh et al. [26], Rofooei et al. [27], Sgobba
et al. [28]. The work presented in this article has taken advantage
of the stochastic process reported by Rezaeian and Der Kiureghian
[2], as it presents particular features that ease its calibration and
use for structural engineering purposes. The main features are:
(i) temporal and spectral non-stationarities are totally decoupled;
this eases the selection of functional parameters governing both
non-stationarities to be fitted to real accelerograms, (ii) the model
works exclusively in the time domain; hence Fourier analysis or
other analyses in the frequency domain are not required, and (iii)
the simulation of accelerograms essentially involves the genera-
tion of random variables, avoiding the use of more complex
numerical analysis. In this section, the functional parameters
of the stochastic process that characterise temporal and spectral

Table 2

Selected earthquakes for the dataset used in this work.

EQ No. EQ ID? F-E Region EQ Name EQ Country My ° No. of records Date Time (UTC)
1 1406 United Kingdom Penzance UK 4.1* 2 10.11.1996 09:28:00
2 346 France Epagny France 4.2 4 15.07.1996 00:13:30
3 329 France Grenoble France 4.4 10 11.01.1999 03:36:38
4 480 Switzerland Domodossola Italy 4 4 14.06.1993 12:28:37
5 438 Austria Ebreichsdorf Austria 41* 6 09.01.1996 01:07:22
6 1596 Austria Bovec Slovenia 43 2 06.05.1998 02:53:00
7 2144 Hungary Varpalota Hungary 4.7* 2 12.09.1995 22:14:04
8 34 Northern Italy Friuli (mainshock) Italy 6.5 24 06.05.1976 20:00:13
9 38 Northern Italy Friuli Italy 5.3* 2 09.05.1976 00:53:44

10 39 Northern Italy Friuli Italy 4.8 2 10.05.1976 04:35:54

1 40 Northern Italy Friuli Italy 49 2 11.05.1976 22:44:01

12 41 Northern Italy Friuli Italy 4.5* 2 13.05.1976 13:04:51

13 42 Northern Italy Friuli Italy 4.5* 2 15.05.1976 04:26:16

14 45 Northern Italy Friuli Italy 4.5% 2 18.05.1976 02:39:39

15 46 Northern Italy Friuli Italy 4.3* 2 01.06.1976 04:33:47

16 47 Northern Italy Friuli Italy 4.8* 2 01.06.1976 17:21:09

17 48 Northern Italy Friuli Italy 4.2 2 08.06.1976 12:14:38

18 50 Northern Italy Friuli Italy 4.2* 2 10.06.1976 13:04:23

19 52 Northern Italy Friuli Italy 5.2 4 17.06.1976 14:25:51

20 54 Northern Italy Friuli Italy 4.7* 4 14.07.1976 05:39:34

21 55 Northern Italy Friuli Italy 4.7* 2 15.07.1976 12:58:51

22 57 Northern Italy San Gregorio Italy 4.1 2 22.08.1976 02:49:15

23 60 Northern Italy Friuli Italy 5.3 10 11.09.1976 16:31:11

24 61 Northern Italy Friuli Italy 55 14 11.09.1976 16:35:03

25 62 Northern Italy Friuli Italy 4.8 4 13.09.1976 18:54:47

26 63 Northern Italy Friuli Italy 6 16 15.09.1976 03:15:19

27 64 Northern Italy Friuli Italy 4.9 10 15.09.1976 04:38:54

28 1205 Northern Italy Friuli Italy 4.7* 2 15.09.1976 04:58:42

29 65 Northern Italy Friuli Italy 6 28 15.09.1976 09:21:19

30 66 Northern Italy Friuli Italy 41 2 15.09.1976 09:45:54

31 72 Northern Italy Friuli Italy 54 4 16.09.1977 23:48:08

32 1823 Northern Italy NE Gemona del Friuli Italy 5% 4 18.04.1979 15:19:20

33 374 Northern Italy Giaveno Italy 4.8* 2 05.01.1980 14:32:26

34 124 Northern Italy Toscana Italy 4.7* 4 07.06.1980 18:35:01

35 402 Northern Italy S of Parma Italy 5 2 09.11.1983 16:29:52

36 403 Northern Italy Arpiola Italy 4.2* 2 22.03.1984 00:16:24

37 407 Northern Italy Garfagnana Italy 4.7* 4 23.01.1985 10:10:18

38 415 Northern Italy NE Reggio nell'Emilia Italy 4.9* 2 02.05.1987 20:43:54

39 477 Northern Italy Valpelline Italy 4.2 2 31.03.1996 06:08:02

40 1387 Northern Italy Bovec Slovenia 5.6 10 12.04.1998 10:55:33

41 1597 Northern Italy Trasaghis-Friuli Italy 4.3* 2 28.05.1998 09:39:19

42 989 Northern Italy Cresta di Reit Switzerland 49 8 29.12.1999 20:42:34

43 2169 Northern Italy Meran Italy 48 2 17.07.2001 15:06:12

2 EQ ID is the earthquake identification used by the ISESD database.

b Earthquake magnitudes labelled with an asterisk have been estimated according to Section 2.2.
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non-stationarities are fitted to the dataset of accelerograms. Such
functional parameters are then regressed against few variables of
interest for SPRA, namely, earthquake magnitude, distance-to-site
and type of soil. This enables a set of predictive equations for the
functional parameters to be obtained. The proposed predictive
equations can be used to simulate sets of two-component hor-
izontal accelerograms for SPRA of structures.

3.1. Mathematical formulation

Complete details of the mathematical formulation of the fully
non-stationary stochastic process used in this work can be found
in Rezaeian and Der Kiureghian [2]. This section provides a sum-
mary of the model and an example of its application. Rezaeian and
Der Kiureghian [1] used the stochastic model proposed earlier to
fit parameters to a dataset of accelerograms from Western United
States. This paper is referenced, although several changes are
considered in this work.

The stochastic model is based on a time-modulated filtered
white-noise process with the filter having time-varying properties.
It requires a time-modulating function to achieve temporal non-
stationarity, and a filter function with time-varying properties to
achieve spectral non-stationarity. The fully non-stationary sto-
chastic model, x(t), in its continuous form, is defined as follows:

1 t
X(H) = (. @) [— [ hie-za@iwe dr (1)
Gf(t) — o0

where q(t,a) is the time-modulating function in which a is a
vector of parameters that control the shape and intensity of the
function; h[t—7,A(7)] is the linear filter with time-varying para-
meters A(7); w(7) is a white-noise (Gaussian zero-mean) process;
and af(t) = ]i% h[t—1, A(m)]dr is the variance of the process
defined by the integral in Eq. (1). In this work, q(t, @) is presented
as a piece-wise modulating function to model the temporal non-
stationarity:

0 if t<T,
2
=T .
ot a )= oy (Ti,ﬁ)) if To<t<T, o
|« if Ty<t<T,

ar - e~ @t-T)% jf ¢ T,

Although other functions are available (e.g. gamma-type func-
tions), the time-modulating function defined in Eq. (2) was chosen
to give flexibility to the definition of the starting time and duration
of the strong-shaking phase of accelerograms. This function has six
parameters: o = (aq,®2,a3,To,T1,T) in which a; controls the
maximum intensity, a, and a; are shape controllers of the
decaying intensity, Ty is the beginning of the process, and finally,
T, and T, represent the start and end time of the strong shaking
phase of an accelerogram. The time-varying linear filter proposed
by Rezaeian and Der Kiureghian [1,2] is used in this work:

GO o[ -&@may@rt-1] gip

V1-&wm

0; otherwise

(1) 1—5?<r><t—r>]

hlt—7,_A_ (] = T<t

3)

This filter represents the pseudo-acceleration response of a
single-degree-of-freedom linear oscillator subjected to a unit
impulse, in which zis the time of the pulse. In Eq. (3), the vector of
parameters of the linear filter is A(7) = [w/(7), &(7)], in which wy(7)
is the frequency function defining the distribution of the pre-
dominant frequency within the accelerogram, and &i(7) is the
damping function controlling the bandwidth of the process. As it is
expected that the predominant frequencies decay with time [60], a
simple and reasonable model to consider for the frequency

function is a linear decaying model:
T

Ws(T) = wo —(Wo — On)r- “4)
n

where wg and w, are the frequencies at the beginning and end of
the accelerogram, and t, is the total duration of the record.
Although the bandwidth of accelerograms is expected to increase
with time [60], as a first approximation, this variation in band-
width can be considered to be fairly insignificant [2]. Therefore, a
constant damping function is used in this work; i.e.

& =¢f 5)

Consequently, the fully non-stationary stochastic filtered
white-noise process can be completely defined by nine parameters
(a1, a2,a3,To, T1, T2, @o, @n, &). Such parameters can be calibrated
for a single recorded accelerogram and then be used to generate as
many stochastic simulations as required which are compatible
with the real record. In any case, artificially simulated accel-
erograms are likely to lead to overestimates of structural response
at long structural periods [61]. In order to correct this issue, a
high-pass filter is required to adjust the low-frequency content of
the stochastic simulations. The high-pass filter used in this work is
the second-order critically damped oscillator [60]:

Z(t)+2wcz(t) + wZz(t) = X(t) (6)

In Eq. (6), Z(t) is the simulated (corrected) stochastic accel-
erogram and . is the so-called “corner frequency” whose value
depends upon the earthquake magnitude, the faulting geometry
and the shear wave velocity [62]. The procedure to calibrate the
nine parameters is briefly described through an example in the
next section.

3.2. Example of simulation of accelerograms

The target accelerogram selected for this example is the North-
South component of the Friuli earthquake, Northern Italy, which
occurred on 06.05.1976, with a magnitude M,, 6.5, recorded in stiff
soil at the Codroipo station with an epicentral distance of 42 km.
The target accelerogram is shown in Fig. 3a.

® Time-modulating function parameters

The parameters a = (ay,a2,a3,To,T1,T2) are determined by
matching the cumulative energy of the target accelerogram,
Ea(t) = [fo" a®(t) dr, with the expected cumulative energy of the
time-modulating function, Ex(t) = [3" ¢*(z,a) dz. This was done
through a Monte Carlo simulation approach. The parameters
obtained for the target accelerogram are: a; =0.232 m/s?, ap =
0.797 s~ !, a3 =0247, To=0.114s, T{=5.07s and T, =163s.
Fig. 3a shows the target accelerogram and the time modulating
function obtained using these parameters. Fig. 3b shows the
cumulative energy for both functions and how closely they are
matched. The error &g, in the approximation is obtained by cal-
culating g4 = é" Ex(t)—Ea(t)|dt/ [ Ea(t)dt. The error obtained for
the sample accelerogram iseq = 2.27%.

® Time-varying linear filter parameters

The iterative approach proposed by Rezaeian and Der Kiur-
eghian [2] to obtain ws(7) and &s(7) is used. Such a procedure
makes use of the cumulative count of zero-level up-crossings
(Fig. 4a) and the cumulative count of positive minima and negative
maxima (Fig. 4b) as surrogates of the predominant frequency and
bandwidth, respectively. This procedure was done through a
Monte Carlo simulation approach. Five damping ratios are con-
sidered for this example: & = 0.25, 0.30, 0.35, 0.40 and 0.45. The
matching errors between the target and stochastic processes, both
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Fig. 3. Time-modulating function fitting process. (a) Target accelerogram and time-
modulating function. (b) Cumulative energy for the target accelerogram and time-
modulating function.

in the cumulative number of zero-level up-crossings, &4, and the
cumulative count of positive minima and negative maxima, &, can
be obtained by minimising the difference between the curves
normalised by the target curve. These errors are summarised in
Fig. 4b for each damping ratio. The controlling error &; is mini-
mised for the following filter parameters: frequency function
parameters of wg=29.0rad/s,w;=22.5rad/s with a damping
ratio of &y =0.35.

Using the nine parameters determined above, it is possible to
obtain as many accelerogram simulations as desired, which are
compatible with the features of the target accelerogram. Each
simulation is based on a different random white-noise process
that gives a stochastic character to the model. Fig. 5 shows two
simulations obtained and the target accelerogram.

Fig. 6a shows a comparison of 5% damped spectral acceleration
for 10 simulated ground-motions and the recorded accelerogram.
From this figure, it is possible to observe that at long periods, the
simulated accelerograms are systematically above the target
response spectrum. The high-pass filter defined in Eq. (6) with a
corner frequency of w.=x (rad/s) is used to adjust the low-
frequency content of the stochastic simulations. From Fig. 6b it can
be seen that the post processing reduces the fitting error between
the simulations and the target accelerogram in the long-period
range without affecting the short/medium-period ranges.

In the next section, the nine functional parameters that define
the stochastic process will be obtained for each of the accel-
erograms in the dataset defined in Section 2.

QL
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Fig. 4. Time-varying linear filter fitting process. (a) Cumulative number of zero-
level up-crossings. (b) Cumulative number of negative maxima and positive
minima.

3.3. Model calibration

The two horizontal components of simulated ground motion
accelerograms have to be orientated consistently in terms of their
energy content to allow the structural engineer to make reason-
able estimations of nonlinear structural responses. A minor set-
back of the dataset of accelerograms described in Section 2 is that
their orientations are arbitrary and depend on the orientation of
the recording instruments. Therefore, the dataset needs to be
standardised to make reliable simulations. In this work, the
dataset’s standardisation was undertaken by orientating the two
horizontal components into their principal axes. In such a scenario,
the two components are uncorrelated, facilitating the simulation
of suitable components of horizontal accelerograms for structural
engineering purposes.

3.3.1. Principal axes

Earthquake ground motions could be orthogonally rotated
along their principal axes, in which their intensities are maximum,
intermediate and minimum with zero covariances [63]. Conse-
quently, simulated earthquake accelerograms did not need to be
statistically correlated when their components were orientated in
their principal axes [64]. In general, the major principal compo-
nent points to the earthquake epicentre, the intermediate princi-
pal component is perpendicular to the major component, and the
minor principal component is vertical. In this work, the major and
intermediate components for each of the selected 110 pairs of
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Fig. 5. Target accelerogram and two simulations using the stochastic model.
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Fig. 6. Acceleration response spectra of the target accelerogram (the thick black line)
and 10 simulations (the thin red lines). (a) Before high-pass filtering. (b) After high-
pass filtering (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.).

accelerograms are estimated. Then, the nine parameters of the
stochastic process are fitted to each rotated accelerogram. In this
light, such parameter values are associated to two uncorrelated
horizontal ground motion components, i.e. the major and inter-
mediate components. The vertical component is not included,
although it could be incorporated in future models. When two
horizontal ground motion components, a;(t) and a;(t), are orien-
tated along their principal axes, their correlation coefficient, py;, is
zero [65]. A qualitative measurement used to discriminate
between the maximum and intermediate component is the Arias
intensity [63], which is a measure of the total energy contained in
an accelerogram. Naturally, the major component has the larger
Arias intensity and the intermediate component has the smaller
Arias intensity. Consequently, each of the 110 pairs of accel-
erograms was orthogonally rotated until the correlation coefficient
reached a zero value (or a numerically small number). In this way,
all pairs of accelerograms of the dataset were orientated in their
major and intermediate principal components, using the Arias
intensity as the discerning criterion. After rotation, the nine
parameters of the stochastic process were calibrated for each
accelerogram following the procedure discussed in Section 3.2.
Table 3 gives a statistical summary of the nine parameters for both
principal components.

In order to test the appropriateness of the numerical values for
the parameters selected to simulate the major and intermediate
components of accelerograms, four recorded bi-axial accelerograms
from the dataset were selected to compare them against simulated
records. Such accelerograms are identified using the unique wave-
form ID given by the ISESD database. They correspond to the fol-
lowing events: (1) M,y 6, Repi=32 km (ID: 140); (2) My 4, Repi=40 km
(ID: 1338); (3) My 6.5, Repi=42km (ID: 49); and (4) M., 4.7,
Repi=15 km (ID: 259). Accelerograms (1) and (2) were recorded in
rock conditions whereas (3) and (4) were recorded in stiff soil con-
ditions. Fig. 7 shows the major and intermediate components of the
recorded accelerograms and corresponding stochastic simulations
using the procedure summarised in Section 3.2.

3.3.2. Distribution fitting

For simplicity, some results presented in this section are for the
major principal component only; however, when necessary for the
completeness of the model, results for the intermediate component
are included. To assign one statistical distribution for each parameter
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of the stochastic process, their corresponding histograms were
obtained. Then, trial marginal distributions were fitted to the cor-
responding histograms using the maximum likelihood estimation

Table 3
Summary of parameters of the stochastic process for the major and intermediate
components for the 220 accelerograms.

Major Component

Parameter =~ Minimum Maximum Mean Standard Coefficient of
deviation variation
a; (m/s?) 0.000235 1.70 0.201 0344 1.71
a (s7h) 0.0353 3.10 0.818 0.491 0.600
as (unitless)  0.0128 3.32 0.522 0.405 0.776
To (s) 0.00440 13.0 1.87 2.87 1.53
T (s) 0.0890 30.0 4.73 6.37 1.34
T, (s) 0.219 39.0 6.81 7.52 1.10
wp (rad/s) 16.6 122.2 53.6 219 0.409
wy (rad/s) 135 87.0 31.7 183 0.576
£ (ratio) 0.0600 0.800 0.242 0.126 0.519
Intermediate component
a; (m/s?) 0.000218 2.35 0.188 0.281 1.50
a (s71) 0.0703 2.28 0.788 0.438 0.556
as (unitless)  0.0177 1.35 0.516  0.271 0.525
To (s) 0.00400 12.9 1.80 2.65 1.47
T (s) 0.0959 32.0 4.81 6.63 1.38
T (s) 0.247 35.6 6.76 7.51 111
wo (rad/s) 13.6 116.2 53.9 222 0.411
wy, (rad/s) 1.22 80.8 324 194 0.598
£ (ratio) 0.0600 0.800 0.248 0.147 0.592
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technique. To select the marginal distribution that best fits the cor-
responding histogram, the Kolmogorov-Smirnov goodness-of-fit
test and the standard p-value used in statistical hypothesis testing
were calculated for decision-making. All marginal distributions tes-
ted and selected were taken from the MATLAB's statistical toolbox.
Fig. 8 shows the normalised histograms for each parameter of the
stochastic process for the major component of the accelerogram
dataset. Table 4 summarises the governing parameters obtained for
the fitted marginal distributions and their p-values. From this table it
can be seen that all marginal distributions selected are accepted (or
more precisely, all null hypotheses stating that the experimental
data for each parameter following the assigned marginal distribu-
tion fail to be rejected) at the standard 0.05 significance level. Fur-
thermore, the remarkably high p-values confirm the high likelihood
that the measured data actually come from the selected marginal
distributions.

3.3.3. Regression analysis

In this section, empirical predictive equations are proposed for
each of the nine parameters. These predictive equations were
obtained by means of regression analysis and a functional form is
proposed to explain the statistical behaviour of each parameter
(dependent variable) as a function of earthquake moment mag-
nitude (M,,), epicentral distance (Rep;) and type of soil (indepen-
dent variables). However, when assessing the significance of the
regressions, the errors are assumed to be normally distributed for
the functional form to be statistically meaningful. This statement
implies that the dependent variables are also normally distributed

0.3 0.3 n n n
02 Recorded 02 Recorded (2)
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L £ o i
o V14 o U
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Fig. 7. Four recorded accelerograms (first and third rows) and corresponding simulations (second and fourth rows) for both principal components.
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Fig. 8. Normalised histograms for each parameter of the stochastic process and their fitted marginal distributions for the major components of the accelerogram dataset.

Table 4
Fitted marginal distributions and results of hypothesis testing.
Parameter Fitted distribution Distribution parameters Major Intermediate
Value p-value Value p-value

a; (m/s?) Generalised extreme value k 0.635 0.325 0.603 0.718
I3 0.082 0.078
u 0.070 0.068

az (s71) Generalised extreme value k 0.033 0.938 0.045 0.986
I3 0.363 0.322
u 0.597 0.587

a3 (unitless) Generalised extreme value k 0.093 0.725 -0.121 0.886
4 0.250 0.240
u 0.353 0.403

To (s) Lognormal u —-0.475 0.581 —-0.433 0.833
4 1.664 1.570

T; (s) Birnbaum-Saunders B 1.838 0.426 1.866 0.202
7 1.801 1.800

T, (s) Birnbaum-Saunders B 3.310 0.481 3.425 0.590
7 1.435 1.392

wp (rad/s) Gamma a 6.014 0.254 5.933 0.644
b 8.906 9.089

wp (radfs) Generalised extreme value k —0.132 0.629 -0.125 0.921
4 16.296 17.076
u 24138 24.285

£ (ratio) Generalised extreme value k 0.143 0.889 0.214 0.983
4 0.077 0.084
u 0.185 0.178
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[66]. However, as can be seen from Fig. 8, the dependent variables
exhibit a non-normal statistical behaviour. Therefore, a transfor-
mation to the normal domain is required. The following change of
variables was used [1]:

vi=® [Fg@)] i=1,...,9 7

In Eq. (7), v; is the i-th transformed standard normal random
variable; @~ ! is the inverse standard normal cumulative dis-
tribution; 6; is i-th parameter that defines the stochastic process,
and Fy;(#;) is the marginal cumulative distribution function fitted
for each 6;. Once the nine dependent variables were transformed
into normal distributions, empirical predictive equations were
fitted to the measured data by means of regression analysis. As all
data points of the dataset cannot be considered statistically
independent observations, the random-effects regression techni-
que by means of the algorithm proposed by Abrahamson and
Youngs [67] was used to account for such an effect.

Regarding the functional form selected for the dependent
variables, it is worth mentioning that models traditionally used for
GMPEs are not necessarily valid for application in this work. Such
models showed very little statistical significance in the regression
analyses. This is due to the fact that GMPEs directly predict par-
ticular features of ground motions (e.g. peak ground acceleration)
whereas the predictive equations proposed in this work determine
nine single variables which are able to predict ground-motion
accelerograms. As a consequence, the variable selection, and the
form of such variables, played a crucial role in proposing a sta-
tistically meaningful functional form for the dependent variables.
In this work, the forward stepwise method [66] was used to define
the form of the variables and the functional form of the model. The
main objective was to keep the number of explanatory variables as
low as possible with the highest possible statistical significance,
using only one functional form for all dependent variables. The
functional form proposed for all parameters is given in Eq. (8),
with the regression coefficients presented in Table 5.

Vi=Pio+Pi1 Mw+Piz - \/Repi+Piz - In(Mw - Repi) +fi4 - Dr
+Pis Dy+ni+g i=1,...,9 8)

In Eq. (8), My and R, are the moment magnitude and epi-
central distance (in km) for the seismic scenario to be simulated.
The type of soil is modelled through two dummy variables D; and

Table 5
Regression coefficients and standard deviations for the error random variables.

D,: D, =D, =0 for rock; D; =1 and D, = 0 for stiff soil; and D; =0
and D, =1 for soft soil. Finally, n; and ¢; are two normal random
variables with zero mean and variances 72 and ¢? that represent
the residuals of the regressions for inter-event (random effect
among different earthquakes) and intra-event (random effect
among different accelerograms for the same earthquake) respec-
tively. The total error of the model is then a normal random
variable with zero mean and variance 7? +¢?. Table 5 also provides
the standard deviations z; and o;. P-values in Table 5 are addressed
in the following section.

3.3.4. Significance of regressions

In this section, the significance of the regressions are assessed
for both the overall model adequacy and the coefficients obtained.
Initially, the overall significance of the regression was assessed. For
this case, the p-values for the f-test for the null hypothesis Hy :
p1=--=p5=0are reported in Table 6. As all p-values are smaller
than the standard 5% significance level, all null hypotheses are
rejected. Also, the residual analysis was performed, and the total
residuals were plotted against the model variables to check for
deviations from normality. Figs. 9 and 10 show scatter plots of the
total residuals for the nine dependent variables against M,, and
Repi, respectively. From this set of plots it is possible to observe that
there are no apparent deviations from normality.

Tests on the significance of individual regression coefficients
were also performed. P-values for the t-test for the null hypothesis
Hp : p;=0 are reported in Table 6 (f3,'s are not included in this
analysis as constants were not scrutinised).

Some p-values are higher than the standard 0.05 significance
level, which means that the corresponding null hypothesis fails to
be rejected. In such a case, the regression coefficients are of little
value in explaining the variation of the corresponding dependent
variable. However, as the functional form, in its entirety, is still
able to represent the variation of the nine dependent variables
(see p-values in Table 5), the regression coefficients of Table 5
were considered valid for simulations.

3.3.5. Correlations within principal axes

The variables v; (either for the major or intermediate compo-
nent) are correlated as they are derived using the same set of data,
i.e. they are jointly normal random variables. Therefore, for con-
sistency, such a correlation must be preserved when simulating

Major component

fo p P2 f3 Pa Ps z o p-value
vq (a7) 0.7814 1.0668 0.2751 —1.6070 0.4110 0.0175 0.4852 0.5323 0.0000
vy (az) 41555 —0.2059 0.1435 —0.7665 -0.1218 0.2462 0.3564 0.8328 0.0008
v3 (a3) 0.9996 —0.0814 —0.0848 0.0069 0.0245 —0.6082 0.0781 0.9301 0.0215
v4 (To) —4.6028 —0.3342 —0.5952 1.9832 —0.2727 -0.1397 0.5740 0.7547 0.0075
vs (Tq) —2.5345 —0.4945 —-0.3979 1.4768 —0.0901 —0.0583 0.6754 0.7045 0.0231
vg (T2) —4.2075 —0.3931 —0.4153 1.7161 0.0544 0.0253 0.6779 0.6803 0.0114
v7 (wo) —0.7748 —0.8501 —0.4613 1.6332 —0.5170 -0.3077 0.1836 0.8411 0.0000
vg (wn) —5.0464 —0.3083 —0.4932 1.9619 —0.6393 —0.2972 0.0141 0.8893 0.0001
Vo (&) —4.7793 —0.3850 —-0.6217 2.1016 —0.2991 0.1322 0.1497 0.9501 0.0094

Intermediate component
v1 (a1) 0.5402 1.1438 0.3179 —1.6877 0.3794 —0.0083 0.4614 0.5215 0.0000
vy (a2) 42933 —0.2351 0.2155 —0.8684 0.0720 0.1836 0.2663 1.0900 0.0081
v3 (a3) 1.7895 0.1881 0.0324 —0.5290 -0.3243 —0.6067 0.0374 0.9414 0.0353
v4 (To) —3.2093 —0.3599 —0.4034 1.5237 —0.4577 —0.0341 0.4960 0.8228 0.0255
vs (Tq) —1.3461 —0.4227 —0.2670 1.0069 0.0036 —0.0502 0.8223 0.5098 0.0407
vg (T2) —4.7822 —0.4157 —0.5005 1.9481 0.0585 0.0649 0.7318 0.6281 0.0058
v7 (wo) 0.1198 —0.7409 —0.3740 1.2472 -0.5771 —0.4125 0.2953 0.7965 0.0000
vg (wn) —5.4575 —0.4664 —0.5289 22222 —0.4059 —0.2255 0.1628 1.0345 0.0000
vo (&) —1.8771 —0.5859 -0.3816 1.4128 0.0405 0.3150 0.0640 0.9628 0.0194
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P-values for the t-test for the null hypothesis Hy : ; = 0.
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Major component

Intermediate component

P P2 P3 Pa Ps P P2 P3 Pa Ps

vy (1) 0.000 0.031 0.000 0.014 0.936 0.000 0.010 0.000 0.019 0.969
V2 (a2) 0.202 0.367 0.167 0.558 0.370 0.239 0.275 0.206 0.780 0.589
v3 (a3) 0.623 0.605 0.990 0.909 0.033 0.262 0.845 0.358 0.136 0.035
v4 (To) 0.049 0.001 0.001 0.212 0.626 0.037 0.018 0.010 0.040 0.907
vs (Tq) 0.005 0.022 0.014 0.688 0.843 0.015 0.118 0.090 0.987 0.864
ve (T2) 0.023 0.015 0.004 0.805 0.931 0.017 0.004 0.001 0.792 0.824
v7 (wo) 0.000 0.003 0.002 0.010 0.239 0.000 0.013 0.018 0.004 0.110
vg (wn) 0.053 0.002 0.000 0.002 0.270 0.013 0.005 0.001 0.094 0.477
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Fig. 9. Scatter plots of residuals against moment magnitude for the nine normalised variables.

accelerograms using the stochastic model and the predictive
equations obtained from the regressions. This correlation can be
estimated as the correlation coefficient between the inter-event #;
and the intra-event ¢&; components of the total residual of
regressions [1]. Table 7 shows the matrices of correlation coeffi-
cients for variables v; for the major and intermediate components.

4. Simulation of accelerograms and model validation

In this section, the stochastic ground motion accelerogram
model described in Section 3 is used to simulate accelerograms in

order to validate its application against recorded accelerograms
and GMPEs. The procedure involved in the generation of artificial
accelerograms for any seismic scenario (moment magnitude,
epicentral distance and type of soil) is summarised. Then, simu-
lated accelerograms are compared with recorded accelerograms
from the dataset. From this comparison, it is possible to see that
the model is able to simulate the natural variability of accel-
erograms in terms of intensity, frequency content and time dura-
tion for a defined seismic scenario. In this sense, a recorded
accelerogram can be seen as one data point from a wider range of
accelerograms possible to be generated under a particular seismic
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Correlation coefficients matrices for variables v; for the major and intermediate component.

Major component

vl v2 v3 v4 v5 v6 v7 v8 v9

vl 1

v2 0.4049 1

v3 0.1551 —0.4909 1 Sym

v4 —0.095 —0.0811 0.2381 1

v5 —0.1872 —0.1506 0.2655 0.7648 1

v6 —0.3815 —0.1849 0.1728 0.6766 0.883 1

v7 0.081 —0.0557 0.0935 0.415 0.3592 0.2766 1

v8 0.1741 —0.0108 0.0755 —0.1476 —0.1823 —0.2478 0.0998 1

v9 —0.1388 —0.1155 0.0657 0.0959 —0.0167 —0.0003 —0.2352 —0.1544 1
Intermediate component

vl 1

v2 0.479 1

v3 0.095 —0.549 1

v4 —0.093 —-0.117 0.176 1 Sym

v5 —0.235 —0.160 0.200 0.734 1

v6 -0.379 —0.226 0.095 0.625 0.892 1

v7 0.185 —0.048 0.258 0.405 0.366 0.308 1

v8 0.195 0.091 0.050 —0.164 —0.180 -0.185 0.218 1

v9 —0.252 —0.038 —0.068 0.097 0.013 0.021 -0.312 -0.337 1

scenario. A comprehensive set of accelerograms can be simulated
containing as many accelerograms as required by the structural
engineer to use for nonlinear time-history analyses. The model is

validated in terms of
velocity and spectral accelerations. Accelerograms were simulated
using the model proposed for a wide range of seismic scenarios

peak ground acceleration, peak ground
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Definition of seismic scenario
(M, Repi, type of soil)
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Fig. 11. Flowchart for the simulation of accelerograms compatible with a particular
seismic scenario using the proposed model.

and compared with predictions made by GMPEs. The attenuation
relations selected for these comparisons can be grouped in three
main categories: (i) the UK, as a particular application of NW
Europe, (ii) the broader region of Europe and the Middle East, and
(iii) other Stable Continental Regions (SCRs) that possess a similar
tectonic behaviour as NW Europe. The objective is to analyse the
predictions made with the proposed model when compared with
GMPEs whose target geographical regions can be considered
comparable, to some extent, to the target region in this work.

4.1. Simulation of accelerograms

The flowchart in Fig. 11 summarises the steps to simulate accel-
erograms compatible with a particular seismic scenario (moment
magnitude, epicentral distance and type of soil).

The procedure described in Fig. 11 was used to simulate
accelerograms using a sample of four scenarios from the dataset
outlined in Section 3.3, namely, the following events: (1) M,, 6,
Repi=32 km (ID: 140); (2) My, 4, Repi=40 km (ID: 1338); (3) M,, 6.5,
Repi=42 km (ID: 49); and (4) M,y 4.7, Repi=15 km (ID: 259).

4.2. Validation for recorded accelerograms

Figs. 12 and 13 show the recorded traces of acceleration, velo-
city and displacement corresponding to the events selected that
were recorded in rock condition and stiff soil conditions, respec-
tively, and three stochastic simulations for each event. These fig-
ures show that for a single seismic scenario, a great variability in
terms of intensity, frequency content and duration of the strong
shaking phase is present in the simulated accelerograms. Such
variability is likely to have a significant effect when assessing the
seismic risk of civil structures for seismic scenarios of interest that
dictate the seismic hazard of the selected site. Certainly, for
structural engineering analyses, the zero acceleration history that
may be obtained at the beginning of simulated accelerograms can
be truncated to avoid unnecessary use of computer resources.

Fig. 14 shows the 5% damped acceleration response spectra for
30 simulations for the major component of each accelerogram

defined above plus the response spectra for the four major com-
ponents of the real records. It is observed that real accelerograms
can be considered as only one record likely to be generated under
the seismic scenario analysed. The variability present in the
response spectra can be regarded as the natural variability asso-
ciated with the earthquake generation phenomenon. Such varia-
bility should be properly accounted for when defining the seismic
input for seismic probabilistic risk analysis. For NW European
earthquakes, the proposed model seems to characterise reason-
ably well the natural variability of earthquakes for different sce-
narios defined by magnitudes, distances and types of soil.

4.3. Validation for GMPEs

4.3.1. Selection of GMPEs

A total of 15 GMPEs were selected for the three groups of
comparisons, namely, (i) the UK, (ii) Europe and Middle East and
(iii) other SCRs. Table 8 summarises these GMPEs and their main
characteristics.

The following assumptions are made in order to perform
meaningful comparisons between the GMPEs in Table 8 and the
proposed model.

4.3.1.1. Scale magnitude. The moment magnitude scale (M,,) is
used for the comparisons. GMPEs calibrated using the local mag-
nitude (M;) and the surface-wave magnitude (M) are transformed
to M,, using the formulae calibrated by Johnston [49] for SCRs.

4.3.1.2. Distance metric. The epicentral distance (Rep;) is used for
the comparisons. In order to allow transformations to R.p; from
GMPEs calibrated using the Joyner-Boore distance (Rjz), hypo-
central distance (Rpyp) and the rupture distance (Rp,), the fol-
lowing three assumptions are made: (i) only vertical faults are
considered: in such a case, Rj=Rep;; (ii) the focal depth is fixed to
h=15 km; hence, the relationship between Re,; and Ry, is analy-

tical (R,W = ,/Rgpi+h2> and (iii) the earthquake rupture is mod-

elled as a point source: in such a case Ry,,=Ryy, and assumption
(ii) can then be applied. It is worth mentioning that such a focal
depth can be considered “average” for British earthquakes (Mus-
son [52] provided a discussion on the focal depths for UK earth-
quakes) and it was also used by other researchers (e.g. the GMPE
of Dahle et al. [73] for intraplate regions).

4.3.1.3. Type of soil. Comparisons are made either considering rock
or hard rock conditions. Therefore, conversion factors between both
types of soil are used. In any case, a rigorous adjustment would
involve knowledge of the soil profile of the site of interest in terms
of both shear-wave velocity and soil density [80]. As a rough esti-
mation is intended in the following sections, simplified approaches
are followed. One such approach, Cotton et al. [81], provided
adjustment factors for hard rock conditions (Vs30=2880 m/s) and
rock conditions (Vs30=618 m/s). A more recent model reported by
Van Houtte et al. [82] provided adjustment factors derived for hard
rock sites (Vs3o > 2000 m/s) and rock sites (Vs3o~800 m/s). Either
model could be used, however, the adjustment factors proposed by
Van Houtte et al. [82] are arbitrarily selected. For those GMPEs that
did not include site classification, it is assumed that they were
calibrated for generic rock conditions, unless otherwise stated.

4.3.14. Style of faulting. GMPEs that include the style of faulting
are set to strike-slip conditions. Even though the proposed model
does not include style of faulting, strike-slip condition is chosen as
it is most likely to occur in British earthquakes [31].
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Fig. 12. Recorded (first row) and simulated traces (last three rows) of acceleration, velocity and displacement recorded in rock conditions. (a) My, 6, Repi=32 km (ID: 140).
(b) My 4, Repi=40 km (ID: 1338).
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Fig. 13. Recorded (first row) and simulated traces (last three rows) of acceleration, velocity and displacement recorded in stiff soil conditions. (a) M,, 6.5, Repi=42 km (ID: 49).
(b) My, 4.7, Repi=15 km (ID: 259).
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Fig. 14. 5% Damped acceleration response spectra for 30 simulations and real accelerograms (thick red line) for four real records (For interpretation of the references to color

in this figure legend, the reader is referred to the web version of this article.).

4.3.1.5. Component of motion. Comparisons are made, either con-
sidering the larger horizontal (LH) component of motion, or the
geometric mean (GM) of the two horizontal components of
motion. Therefore, conversion factors between both types of
components of motion are used. For this purpose, the coefficients
proposed by Beyer and Bommer [83] are used. When making
simulations with the proposed model, only the major component
is used for LH comparisons and the geometric mean of the major
and intermediate components Saguyy (T;) = \/Sax(T;) - Sa,(T;) [83] is
used for GM comparisons.

Finally, two earthquake magnitudes are analysed throughout
the following sections: (i) an earthquake M,, 6, that represents a
“severe” event and (ii) an earthquake M, 5, that represents a
“moderate” event. The earthquake magnitude M,, 6 is selected as it
is in line with the maximum magnitudes M; 6.5-6.6 to be used in
hazard analyses in the UK when considering a 10,000 years return
period event [35] (an earthquake M,, 6 can be equivalent to an
earthquake M; 6.6 if the quadratic transformation formula of
Johnston [49] is used). The choice of an earthquake M, 5 as
representative of a “moderate” event is made arbitrarily.

4.3.2. Peak ground acceleration estimation

Initially the effect of the number of simulations on the PGA
estimation is studied. From this analysis, it was possible to con-
clude that the median PGA estimated with the proposed model
tends to be reasonably stable when the number of simulations is
equal or greater than 100. Differences when using more than 100
simulations can be considered negligible for structural engineering
purposes. When 100 simulations are used several times to esti-
mate the median PGA, there are slight differences in the final value
as the accelerograms are stochastic in nature. Those differences,
however, are numerically negligible. Consequently, analyses pre-
sented in the following sections are carried out considering the

median of 100 simulations using the model proposed. Fig. 15
shows PGA estimation for earthquake magnitudes M,, 5 and 6,
considering epicentral distances between 10 and 100 km for the
UK (rock conditions), Europe and the Middle East (rock conditions)
and SCRs (hard rock conditions). The standard deviation is shown
for the results obtained with the proposed model and for one
GMPE selected arbitrarily as the one that showed the closest
behaviour to the proposed model for each group, namely, Riet-
brock et al. [37] for the UK, Akkar et al. [72] for Europe and the
Middle East, and Chen [79] for SCRs. Additionally, Table 9 provides
a numerical summary of the data depicted in Fig. 15.

It is worth mentioning that the reason for taking the upper
bound limit for epicentral distances as 100 km is due to the lim-
itation of the proposed model to properly predict the rate of PGA
attenuation for such distances. In other words, for epicentral dis-
tances longer than 100 km, the model tends to predict similar
PGAs predicted for 90-100 km distance. This limitation of the
model is due to the lack of information in the dataset (high epis-
temic uncertainty) of accelerograms recorded for epicentral dis-
tances longer than 100 km (see Fig. 2 for confirmation). Never-
theless, for structural engineering purposes, this limitation is
relatively irrelevant: examples of disaggregation of hazard curves
for the UK for a 10,000-years-return-period event [20,35,54],
showed that earthquake distances longer than 100 km are of little
or no significance in seismic hazard. Consequently, the upper
bound of 100 km is considered sufficient for the purposes of risk
analyses in the UK.

4.3.2.1. PGA estimation for the UK. GMPEs 1, 2, 3 and 4 in Table 8
are used for comparisons in the UK for the larger horizontal
component of motion and consider generic rock conditions.
GMPEs 1 and 2 are relevant in the UK as they have been exten-
sively used for seismic hazard assessments of high-risk civil
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Table 8
GMPEs selected for comparisons with the model proposed in this work.

187

N Reference Specific region GMP* HC® M RY Site classification Style of faulting
United Kingdom
1 PML (1982) [68] UK PGA, PSV LH Ms Rn Rock, stiff soil and soft soil Not included
2 PML (1985) [69] UK PGA, PSV LH M; Rn Rock, stiff soil and soft soil Not included
3 Musson et al. (1994) UK PGA, PSV LH M; Ry Not included Not included
[70]
4 Rietbrock et al. (2013) UK PGA, PGV, GM M,, Ris Hard rock (Vs30~2300 m/s) Not included
[37] PSA
Europe
5 Akkar and Bommer Europe, Mediterranean Region PGA, PGV, GM M,, Rjs Rock (Vs30 > 750 m/s), Normal, strike-slip and
(2010) [56] and the Middle East PSA Stiff soil (360 < Vs30 < 750 m/s) reverse
Soft soil (V30 <360 m/s)
6 Ambraseys et al. Europe and the Middle East PGA, Sa LH M,, Rjs Rock (Vs30 > 750 m/s), Normal, strike-slip, thrust
(2005) [50] Stiff soil (360 < Vs3p < 750 m/s) (reverse) and odd
Soft soil (180 < V39 < 360 m/s)
Very soft soil (Vi30 < 180 m/s)
7 Bommer et al. (2007) Europe and the Middle East PGA, PSA GM M,, Rjs Rock (Vs30 > 750 m/s), Normal, strike-slip and
[71] Stiff soil (360 < Vs30 < 750 m/s) reverse
Soft soil (V30 <360 m/s)
8 Akkar et al. (2014) [72] Europe and the Middle East PGA, PSA GM M,, Rjs, Rep,  Direct specification of V3o (reference Normal, strike-slip and
Riyp Vs30=750 m/s) reverse
9 Dahleetal.(1990) [73] Intraplate regions PGA, PSV LH Ms Rhyp Not included Not included
Stable Continental Regions
10 Toro et al. (1997) [74] Central and Eastern North PGA, Sa LH Mw, Mg R Hard rock (Vs30~1800 m/s) Not included
America
11 Campbell (2003) [75] Eastern North America PGA, PSA GM M,, Rrup Hard rock (Vs30=2800 m/s) Not included
12 Liang et al. (2008) [76] Australia PGA, PGV, LH M; Repi Generic rock Not included
Sa
13 Kennedy et al. (2005) Australia PGAPGV LH M, Repi Generic rock Not included
[77]
14 Raghu Kanth and India PGA, Sa LH M,, Rhyp Hard rock (Vs30=3600 m/s) Not included
Iyengar (2007) [78]
15 Chen (2008) [79] Western China PGA LH, SH M;,M; Repi Not included Not included

2 Ground motion parameter predicted: PGA: peak ground acceleration; PGV, peak ground velocity; PSA: pseudospectral acceleration; PSV: pseudospectral velocity; Sa:

spectral acceleration.

b Definition of the horizontal component: GM: geometric mean; LH: larger horizontal component; SH: smaller horizontal component.

¢ Magnitude scale used.
9 Distance metric used.

structures. As mentioned by Lubkowski et al. [6], they have been
used in the seismic risk assessment of “nuclear facilities, offshore
oil and gas platforms, large dams, military installations and even
the Channel Tunnel”. Despite their widespread use, many concerns
have been raised on the suitability of such predictive equations,
calibrated about 30 years ago, and the necessity of upgrading
earthquake estimation in the UK [34]. It is worth mentioning that
the GMPEs 1, 2 and 3 were obtained indirectly through the com-
prehensive compilation of published GMPEs reported by Douglas
[47]. GMPE 4 was the latest GMPE specifically calibrated for the UK
found in the literature. This study calibrated two models based on
the dependency/independency with magnitude of the stress
parameter that defines the expected Fourier spectra of British
earthquakes.

Fig. 15a shows that the PGAs estimated by the proposed model
agree reasonably well with the magnitude-dependent stress
parameter model reported by Rietbrock et al. [37]. In general, the
models of PML [68-69] and Musson et al. [70] predicted higher
values of PGAs, especially for epicentral distances shorter than 60-
70 km. The constant stress parameter model of Rietbrock et al. [37]
predicted systematically lower values of PGAs compared to the
estimations made using the proposed model. The fact that the
models of PML [68,69] estimated greater values of PGAs in the
whole range of distances, compared to the proposed model, is a
somewhat expected outcome. Such prediction equations were
calibrated using datasets that comprised earthquakes from sites
such as Central America, Greece, New Zealand and California.
These zones belong to different tectonic regimes than those in

Britain, and in general, they are more seismically active zones. This
fact has raised many concerns on the validity of the PML equations
and their current use in the British nuclear industry [34]. It is also
likely that the use of PML equations may have led to an over-
estimation of seismic hazard analyses for nuclear sites in the UK.

4.3.2.2. PGA estimation for Europe and the Middle East. It is desir-
able to compare the proposed model with other models developed
for the region of NW Europe. An early attempt was the model
developed by Ambraseys [44] although the attenuation was
modelled using the Medvedev-Sponheuer—Karnik (MSK) intensity
scale. No PGA attenuation model is found in literature that has
been calibrated with information exclusively taken from this
region. Consequently, the closest models suitable for comparisons
with the proposed model could be models calibrated using data
from the wider region of Europe and the Middle East.

GMPEs 5, 6, 7, 8 and 9 in Table 8 are used for comparisons in
Europe and the Middle East for the larger horizontal component of
motion and consider generic rock conditions. GMPEs 5 to 7 are
models widely and traditionally used in Europe; whereas GMPE
8 is part of the new generation of attenuation relations recently
developed for Europe and the Middle East. This GMPE was ran-
domly selected as representative from the five models that belong
to the same project. Comprehensive comparisons among such five
models can be found in Douglas et al. [57].

From Fig. 15b, it can be observed that the PGAs estimated by
the proposed model, in general, fall below the predictions made by
the selected GMPEs, especially for epicentral distances < 60-
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Fig. 15. PGA estimation for two earthquake magnitudes M,, 5 and 6, epicentral distances of 10 km < Rp; < 100 km for (a) the UK in rock, (b) Europe and the Middle East in

rock and (c) SCRs in hard rock. See text for details on adjustments.

70 km. For greater distances (up to 100 km), the predictions made
by the two sets of models are in the same region. The proposed
model, in general, tends to predict lower PGAs compared to
GMPEs developed for Europe and intraplate regions, and this an
expected outcome. The studies selected have broader target geo-
graphical regions, and therefore, they have been subjected to dif-
ferent and more active tectonic processes compared to NW
Europe.

4.3.2.3. PGA estimation for SCRs. As discussed in Section 2, there is
no total agreement as to what extent different SCRs can be con-
sidered equivalent in terms of their seismicity features. Johnston
[36] defined nine major SCRs worldwide and this section focuses
on five of them: Eastern North America (ENA), Australia, India,
Western China and NW Europe.

The comparisons presented are for the geometric mean of the
two horizontal components of motion and consider generic hard
rock conditions. It is acknowledged that there is a high variability
in the definition of hard rock made by the GMPEs selected (from
Vs30=1800 m/s made by Toro et al. [74] to Vs30=3600 m/s made
by Raghu Kanth and Iyengar [78]). Nevertheless, amplifications in
such high range of velocities can be assumed negligible and
comparisons can still be made in terms of generic site classes [37].
Even though the site classification of the Australian models
reported by Liang et al. [76] and Kennedy et al. [77] is generic rock,
it is unlikely that this coincides with the description of generic

rock considered in this analysis. Rather, they seem to be more in
agreement with generic hard rock conditions, as is suggested by
the comparisons with ENA presented in Liang et al. [76]. Conse-
quently, and for the sake of simplicity, both Australian models are
not adjusted to generic hard rock conditions. For the model of
Western China, developed by Chen [79], that does not include site
classification, it is assumed that it was calibrated for generic hard
rock conditions. Finally, the magnitude-dependent stress para-
meter model reported by Rietbrock et al. [37] is included in this
analysis to observe differences in attenuation between the parti-
cular case of the UK and other SCRs.

Fig. 15¢ shows that there is a rather wide range of PGA
intensities and attenuation rates among these SCRs. An expla-
nation supporting this statement can be found in Johnston et al.
[36]. All nine major SCRs share the same primary crustal fea-
tures, but there are still differences between them as each
continent has experienced its own particular geological/tectonic
development. Nevertheless, from a broad point of view, it seems
that ENA, Australia and India exhibit a rather similar behaviour;
Western China can be considered to have an average behaviour
whereas NW Europe has smaller intensities compared to other
SCRs. These results are in reasonably good agreement with
findings reported by Bakun and McGarr [84]. Although in their
analysis the attenuation is modelled using the Modified Mercalli
Intensity (MMI) scale, they suggested that ENA and NW Europe
could be considered as the upper and lower limits of intensity
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Table 9
Numerical summary for the PGA estimation shown in Fig. 15 (units in m/s?).
Magnitude M,, 5 M,, 6 i
Repi (km) 20 40 80 20 40 80
United Kingdom
1 PML (1982) [68] 0.496 0.281 0.135 1.176 0.698 0.347 0.543
2 PML (1985) [69] 0.454 0.237 0.108 0.919 0.486 0.226 0.49
3 Musson et al. (1994) [70] 0.499 0.225 0.067 1.742 0.784 0.232 0.65°
4 Rietbrock et al. (2013) [37] - Mod 1 0.045 0.019 0.012 0.107 0.052 0.033 0.436
5 Rietbrock et al. (2013) [37] - Mod 2 0.140 0.059 0.036 0.417 0.197 0.124 0.335
This work 0.211 0.103 0.066 0.528 0.249 0.187 0.764-0.713°
Europe
6 Akkar and Bommer (2010) [56] 0.387 0.146 0.052 0.956 0.432 0.186 0.279
7 Ambraseys et al. (2005) [50] 0.462 0.164 0.055 0.872 0.378 0.156 0.358-0.289
8 Bommer et al. (2007) [71] 0.325 0.133 0.051 0.903 0.421 0.187 0.352-0.286
9 Akkar et al. (2014) [72] 0.321 0.104 0.032 0.972 0.370 0.133 0.731
10 Dahle et al. (1990) [73] 0.317 0.172 0.077 1.327 0.721 0.322 0.83
This work 0.211 0.103 0.066 0.528 0.249 0.187 0.764-0.713¢
Stable Continental Regions
11 Toro et al. (1997) [74] 0.672 0.293 0.115 1.511 0.659 0.258 0.65-0.71
12 Campbell (2003) [75] 0.779 0.329 0.123 1.834 0.805 0.310 0.69-0.59°
13 Liang et al. (2008) [76] 0.298 0.141 0.048 1.941 1.067 0.426 1166
14 Kennedy et al. (2005) [77] 0.252 0.094 0.043 1.600 0.662 0.336 0.33
15 Raghu Kanth and lyengar (2007) [78] 0.614 0.309 0.116 1.675 0.842 0.317 0.329
16 Chen (2008) [79] 0.548 0.233 0.088 1.193 0.555 0222 0.240
17 Rietbrock et al. (2013) [37] - Mod 2 0.202 0.086 0.052 0.600 0.283 0.178 0.335
This work 0.303 0.147 0.095 0.760 0.358 0.270 0.751-0.701°

2 Standard deviation in log units. Some models reported single values for ¢ (magnitude independent). Models that reported magnitude-dependent values for ¢ are shown

for the two magnitudes selected for this comparison.
b It is a recommended value although not calculated in regression.

¢ Standard deviation is both magnitude- and distance-dependent. Values shown are the average for the three distances selected for this comparison.
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Fig. 16. PGV estimation for two earthquake magnitudes M,, 5 and 6, epicentral distances of 10 km < Rp; < 100 km for the UK, Europe and the Middle East and some SCRs in

hard rock. See text for details on adjustments.

attenuation among SCRs, and the rest (a common SCR) might be
somewhere in between.

4.3.3. Peak ground velocity estimation

PGV estimation was made considering the few GMPEs that
reported it, i.e. GMPEs 4, 5, 12 and 13 in Table 8; consequently,
comparisons were not possible to make using the same geo-
graphic categories as for the PGA. Fig. 16 shows the PGV esti-
mation for the geometric mean of two horizontal components for
earthquake magnitudes M,, 5 and 6, considering epicentral

distances between 10 and 100 km in hard rock conditions for the
UK, Europe and the Middle East, and SCRs. These predictions are
compared to the median PGV of 100 simulations made with the
proposed model using a corner frequency of w. = (rad/s)in all
simulated accelerograms. The standard deviation is shown for the
results obtained with the proposed model and for one GMPE
selected arbitrarily as the one that showed the closest behaviour
to the proposed model, namely, Rietbrock et al. [37]. Additionally,
Table 10 provides a numerical summary of the data depicted in
Fig. 16.
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Table 10
Numerical summary for the PGV estimation shown in Fig. 16 (units in m/s).

Magnitude M,, 5 M,, 6 c

Repi (km) 20 40 80 20 40 80

1 Rietbrock et al. (2013) [37] - Mod 1 2.35E-3 1.24E-3 9.05E-4 1.03E-2 6.12E-3 4.62E-3 0.347

2 Rietbrock et al. (2013) [37] - Mod 2 5.69E-3 2.95E-3 2.11E-3 2.95E-2 1.70E-2 1.26E-2 0.276

3 Akkar and Bommer (2010) [56] 2.10E-2 8.62E-3 3.42E-3 8.63E-2 411E-2 1.90E-2 0.278

4 Liang et al. (2008) [76] 1.51E-2 8.08E-3 3.21E-3 1.61E-1 8.91E-2 3.65E-2 13

5 Kennedy et al. (2005) [77] 2.63E-3 1.09E-3 6.18E-4 1.11E-2 5.54E-3 3.77E-3 0.423

This work 9.46E-3 5.41E-3 3.30E-3 2.75E-2 1.48E-2 1.15E-2 0.336-0.373"

@ Standard deviation is both magnitude- and distance-dependent. Values shown are the average for the three distances selected for the corresponding magnitudes used

in this comparison.
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Fig. 17. Spectral acceleration estimation for an earthquake magnitude M,, 5, Repi=20 and 60 for (a) UK and Europe and the Middle East in rock; (b) UK and SCRs in hard rock.

See text for details on adjustments.

Fig. 16 shows that the PGVs estimated by the proposed model
agree reasonably well with the magnitude-dependent stress
parameter model reported by Rietbrock et al. [37]. In general, the
European model of Akkar and Bommer [56] and the Australian
model of Liang et al. [76] predicted higher values of PGVs in the
whole range of distances. The constant stress parameter model of
Rietbrock et al. [37] and the Australian model of Kennedy et al.
[77] predicted systematically lower values of PGVs compared to
the estimations made with the proposed model. This overall
behaviour is similar to what was obtained for PGA estimations.

4.3.4. Spectral acceleration estimation
As the two models developed by Rietbrock et al. [37] are the
only models found in literature that predict spectral accelerations

calibrated exclusively for the UK, the comparisons presented in
this section are simultaneously made for UK-Europe and the
Middle East, and UK-SCRs, both in terms of the geometric mean of
two horizontal components. Figs. 17 and 18 show the acceleration
response spectra for earthquake magnitudes M,, 5 and 6 with two
different epicentral distances, Repi=20 and 60 km for UK/Europe &
the Middle East (rock conditions) and UK/SCRs (hard rock condi-
tions). These predictions are compared to the median spectrum of
100 simulations made with the proposed model using a corner
frequency of w.= (rad/s)in all simulated accelerograms. The
standard deviation is shown for the results obtained with the
proposed model and for one GMPE selected arbitrarily as the one
that showed the closest behaviour to the proposed model for each
group, namely, Akkar and Bommer [56] for Europe and Toro et al.
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Fig. 18. Spectral acceleration estimation for an earthquake magnitude M,, 6, Repi=20 and 60 for (a) UK and Europe and the Middle East in rock; (b) UK and SCRs in hard rock.
See text for details on adjustments.

Table 11

Numerical summary for the spectral acceleration estimation shown in Fig. 17 (units in m/s?).

Repi (km) 20-60 -
Period (s) 0.1 0.5 1 0.1 0.5 1
UK and Europe
1 Rietbrock et al. (2013) [37] - Mod 1 0.123-0.038 0.067-0.028 0.027-0.012 0.428 0.378 0.350
2 Rietbrock et al. (2013) [37] - Mod 2 0.393-0.118 0.169-0.069 0.055-0.024 0.325 0.282 0.268
3 Akkar and Bommer (2010) [56] 0.777-0.151 0.244-0.064 0.062-0.018 0.297 0.329 0.325
4 Ambraseys et al. (2005) [50] 0.965-0.164 0.313-0.075 0.099-0.027 0.392 0.422 0.323
5 Bommer et al. (2007) [71] 0.534-0.119 0.161-0.047 - 0.381 0.388 -
6 Akkar et al. (2014) [72] 0.645-0.088 0.202-0.042 0.065-0.017 0.802 0.788 0.798
This work 0.676-0.223 0.147-0.051 0.064-0.024 0.463 0.573 0.660
UK and Stable Continental Regions
7 Rietbrock et al. (2013) [37] - Mod 1 0.139-0.042 0.052-0.021 0.022-0.009 0.428 0.378 0.350
8 Rietbrock et al. (2013) [37] - Mod 2 0.442-0.133 0.130-0.053 0.043-0.019 0.325 0.282 0.268
9 Toro et al. (1997) [74] 1.454-0.401 0.493-0.164" 0.130-0.046 0.66 0.69 0.70
10 Campbell (2003) [75] 1.497-0.368 0.300-0.084 0.099-0.030 0.715 0.683 0.661
11 Liang et al. (2008) [76] 0.489-0.160 0.301-0.099 0.118-0.043 - - -
12 Raghu Kanth and lyengar (2007) [78] 1.321-0.398 0.228-0.077 0.070-0.024 0.285 0.247 0.222
This work 0.761-0.251 0.112-0.039 0.050-0.019 0.455 0.563 0.649

@ Results shown are for a structural period of 0.4 s.

[74] for SCRs. Additionally, Tables 11 and 12 provide a numerical
summary of the data depicted in Figs. 17 and 18.

Fig. 17 shows that the predictions for an earthquake magnitude
M,, 5 made with the proposed model tend to be in between those
from the magnitude-dependent stress parameter model of Rietbrock
et al. [37] and the other models calibrated for Europe and the Middle
East, and SCRs for the whole range of structural periods in the

epicentral distances considered. Fig. 18 shows that for an earthquake
magnitude M,, 6, for shorter periods, say 0.05 to 0.2 s, the predic-
tions made with the proposed model tend to be in relatively close
agreement with other models calibrated for Europe and the Middle
East, and SCRs. However, for longer periods, say 0.5 to 5 s, the pre-
dictions made with the proposed model are mostly in between the
two UK models developed by Rietbrock et al. [37].
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Table 12

Numerical summary for the spectral acceleration estimation shown in Fig. 18 (units in m/s?).

Repi (km) 20-60 c
Period (s) 01 0.5 1 01 0.5 1
UK and Europe
1 Rietbrock et al. (2013) [37] - Mod 1 0.301-0.102 0.224-0.099 0.122-0.057 0.428 0.378 0.350
2 Rietbrock et al. (2013) [37] - Mod 2 1.181-0.392 0.741-0.322 0.344-0.160 0.325 0.282 0.268
3 Akkar and Bommer (2010) [56] 1.687-0.447 0.980-0.305 0.382-0.132 0.297 0.329 0.325
4 Ambraseys et al. (2005) [50] 1.608-0.397 0.820-0.246 0.364-0.113 0.313 0.340 0.328
5 Bommer et al. (2007) [71] 1.575-0.44 0.867-0.279 - 0.308 0.363 -
6 Akkar et al. (2014) [72] 1.781-0.317 0.883-0.239 0.368-0.123 0.802 0.788 0.798
This work 1.543-0.720 0.493-0.187 0.199-0.086 0.935 0.811 0.755
UK and Stable Continental Regions
7 Rietbrock et al. (2013) [37] - Mod 1 0.338-0.115 0.171-0.076 0.097-0.045 0.428 0.378 0.350
8 Rietbrock et al. (2013) [37] - Mod 2 1.329-0.441 0.566-0.247 0.272-0.126 0.325 0.282 0.268
9 Toro et al. (1997) [74] 3.268-0.902 1.556-0.517¢ 0.657-0.233 0.709 0.735 0.753
10 Campbell (2003) [75] 3.293-0.857 1.142-0.330 0.533-0.166 0.625 0.597 0.593
1 Liang et al. (2008) [76] 2.894-0.935 2.115-0.694 1.402-0.457 - - -
12 Raghu Kanth and Iyengar (2007) [78] 3.744-1.127 1.176-0.396 0.533-0.185 0.285 0.247 0.222
This work 1.737-0.811 0.377-0.143 0.157-0.068 0.920 0.797 0.742

2 Results shown are for a structural period of 0.4 s.
5. Discussion

*On the definition of NW Europe: Though different definitions of
NW Europe have been used in the literature, it is acknowledged
that the F-E regionalisation scheme [45] is only intended to set
clear boundaries among different regions of the Earth and not
necessarily based on their tectonic features. However, the NW
European area defined by the F-E scheme is contained within the
borders of the European SCR defined by Johnston [36]; hence, a
relatively similar tectonic behaviour may be expected within this
constrained area. It may be argued that the F-E definition of NW
Europe includes areas of high seismic activity (in relative terms),
such as the Alps and the Pyrenees. However, this was deemed
suitable as it was necessary to include areas that possessed
recorded accelerograms from strong earthquake magnitudes, say
M,, 6-6.5. In this light, the model proposed would be calibrated
using data from strong earthquakes (for NW European standards)
that were recorded in areas that could be assumed to be com-
parable due to geographical proximity. This would avoid the use of
accelerograms from such high earthquake magnitudes recorded in
areas that possess more available information (e.g. active crustal
regions) but whose characteristics may not be directly applied in
NW Europe, as discussed in Section 2.

*Underlying assumption of the model proposed: The database of
British earthquakes is mainly composed of small magnitude events
whose features are unsuitable for predicting the characteristics of
moderate-to-large earthquake accelerograms. For this reason, it is
assumed that the inherent features of accelerograms (intensity,
frequency content and time duration), caused by moderate-to-
strong earthquakes in Britain, would be similar to those in the
Stable Continental Region to which the UK belongs, namely NW
Europe. In terms of PGA, estimations made with the proposed
model closely follow predictions made with the latest GMPEs
calibrated for the UK in the range of magnitudes and distances of
interest in probabilistic seismic hazard analysis in Britain. Also,
estimations made with the proposed model confirm a result that
has been earlier reported in the literature: i.e. NW Europe has
associated smaller PGA intensities than other SCRs covered in
earthquake engineering research. When compared with GMPEs
calibrated for the wider region of Europe, it is expected that lower
PGA estimations are obtained with the proposed model, as the
European region comprises more seismically active zones than

NW Europe. In general, this result is confirmed from the validation
analyses performed.

*Comparison with a NGA model: The stochastic accelerogram
model reported by Rezaeian and Der Kiureghian [1,2] calibrated
using a subset of the NGA database is used for a general compar-
ison with the proposed model. Table 13 shows a detailed com-
parison in terms of the dataset, mathematical formulation, vari-
able selection and marginal distributions, and regression analysis
between the two models. Although both share the same mathe-
matical model, Table 13 shows several differences between their
developments. The various modifications introduced in this work
were necessary to adopt in order to define a suitable model for
NW European accelerograms' features.

*Limitations: One of the limitations of the model proposed that
could be envisaged a priori is related to the lack of information of
the dataset for accelerograms recorded at epicentral distances
longer than 100 km. As stated in Section 4.3, the model proposed
was not able to appropriately capture the attenuation rate of PGAs,
PGVs and spectral accelerations when simulating seismic scenarios
for such distances. For this reason, in this article the applicability
of the model was set to a maximum epicentral distance of 100 km.
In this light, it is acknowledged that the model presented in this
work possesses a rather high epistemic uncertainty. The epistemic
uncertainty of this model can only be reduced by adding more
accelerograms to the dataset; therefore, the model should be
subjected to revisions/updates when more data are available.

*GMPEs vs stochastic accelerogram models: As GMPEs do not
primarily aim to provide ground motion accelerograms, nonlinear
time-history analysis in the context of SPRA, could not rationally
be performed based solely on such predictive models. For seismic
assessment of critical structures, such as nuclear power stations,
comprehensive sets of accelerograms compatible with the local
seismicity are required. In this sense, the main objective of the
model proposed is to establish a mathematical model able to
simulate any number of accelerograms for any seismic scenarios
(magnitude, distance, type of soil) within NW Europe. However, as
GMPEs are widely used and recognised by practitioners/
researchers, they can also be used as a validation framework of the
model presented in this work.

6. Conclusions

A fully non-stationary stochastic ground motion accelerogram
model for use in the NW European areas is developed, based on the
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Comparison between an NGA accelerogram model and this work.

Target geographical region

Rezaeian and Der Kiureghian [1,2]
Active crustal regions

This work
Northwest Europe

Dataset

Database

Number of accelerograms

Magnitudes (M,,)

Distances

Type of soil

Style of faulting

Mathematical formulation

Mathematical model

Time-modulating function

Linear filter

Total variables to simulate
accelerograms

Variable selection

Time-modulating function

Filter parameter

Matching procedure for parameters of
dataset's accelerograms

Marginal distributions of variables

Time-modulating function

Filter parameter

Regression analysis

Modelling of random-effects
regression

Type of functional form

Functional form

Explanatory variables of functional
form

NGA

203

6.1-7.7

10 < Rpyp < 100 km
Vs30 > 600 m/s
Strike-slip, reverse

Rezaeian and Der Kiureghian [2]
Gamma type (3 parameters)
PSA SDOF (3 parameters)

6

1. Arias intensity, I,
2. Effective duration, Ds_gs

3. Middle time of the strong-shaking phase, tmiq

1. Frequency at tmig, ©®mia

2. Rate of frequency change, «’
3. Damping ratio, &

Nonlinear optimisation

I,: Normal

Ds_o5: Beta

tmia: Beta

wmiqg: Gamma

®’: Two-sided exponential
& Beta

Rezaeian and Der Kiureghian's [1] algorithm

Linear
vi=pio+bia F+pia- (M/7)
+6iz - (R/25)+pia - (Vs30/750)
i=2,..,6

F=type of faulting
M=moment magnitude
R=distance-to-site

ISESD

220

4-6.5

10 < Repi < 100 km
Rock, stiff and soft soil
Not included

Rezaeian and Der Kiureghian [2]
Piece-wise type (6 parameters)
PSA SDOF (3 parameters)

9

1. Maximum intensity, a;

2, 3. Controllers of decaying intensity, a, a3

4, Start time, To

5, 6. Start and end time of strong-shaking phase, Ty, T>
1. Frequency at beginning, wo

2. Frequency at end, oy

3. Damping ratio, &

Monte Carlo simulation

a1, az, az: Generalised extreme value (GEV)
To: Lognormal

T;, To: Birnbaum-Saunders

wo: Gamma

5. GEV

& GEV

Abrahamson and Youngs's [67] algorithm

Nonlinear
vi=Pio+Phi1 M+piz VR
+pi3- In(M-R)+pi4 - D1+pis D2
i=1,...,9

M=moment magnitude

R=epicentral distance

D, and D,=dummy variables (type of soil is modelled
qualitatively)

Vs3o=shear-wave velocity (type of soil is modelled

quantitatively)

time-modulated filtered white noise process proposed by Rezaeian
and Der Kiureghian [1,2]. A functional form of predictive equations
for such a process is presented which in turn is calibrated using a
subset of the European database composed of 220 accelerograms
recorded in NW Europe. This model simulates accelerograms com-
patible with seismic scenarios defined by earthquake magnitudes
4 <M, <6.5, distance-to-site 10 km < R.p; <100 km and different
types of sail (rock, stiff and soft soil). The calibration of the predictive
equations was performed by means of regression analysis. The sta-
tistical significance of the regressors proposed are considered
appropriate to simulate accelerograms as it has been seen that the
model is able to capture the natural variability of accelerograms for a
specified seismic scenario. The conclusions from this research are

summarised as follows:

* The definition of the boundaries for a NW European region
that possesses uniform tectonic behaviour, which in turn could
be considered representative for UK standards, seems to be a
matter open to discussion as different definitions were found in
the literature. The approach used in this work, based on the
Flinn-Engdhal regionalisation scheme, was initially found to be
a reasonable alternative to define an area of moderate-to-low

seismic activity. This area includes recorded accelerogram data
from earthquakes of magnitudes and distances relevant for
structural engineering purposes.

* The predictive equations calibrated by means of the random-
effects regression technique are able to account for the sample-
dependency of the dataset used. Several functional forms for these
predictive equations were tested. For simplicity, only one func-
tional form, with the least possible number of explanatory vari-
ables, was chosen for all parameters that govern the stochastic
process. This implies that different levels of statistical significance
for the predictive equations were obtained. However, all predictive
equations proposed were appropriate for explaining the statistical
behaviour of the dependent variables at the standard 5% signifi-
cance level normally used in statistical hypothesis testing.

* The model proposed requires three input variables typically
used in structural engineering applications, namely, earthquake
magnitude, distance-to-site and type of soil for a design seismic
scenario. Once this information is set, the simulation of accel-
erograms is entirely made in the time domain and essentially
involves the generation of random variables. In this light, this
model is considered to be straightforward to define seismic
inputs for nonlinear time-history analysis of structures.



194 C. Medel-Vera, T. Ji / Soil Dynamics and Earthquake Engineering 82 (2016) 170-195

* The predictive model proposed in this work was found to
capture the natural variability of accelerograms produced by
different seismic scenarios. Verifications using recorded accel-
erograms from NW Europe show that a real recording can be
considered to be one accelerogram likely to be produced by a
specific seismic scenario. The artificial recordings are able to
simulate the natural dispersion associated to the earthquake
generation phenomenon.

* Regarding PGA estimations obtained with the model proposed,
it is found that there is a reasonably good agreement with the
latest predictive models calibrated for the UK and Europe, for
the magnitudes and distances of interest in seismic hazard and
risk analysis. However, when compared with the models used in
hazard assessments in the UK [68,69], the proposed model
systematically estimates lower PGAs. This may support some
concerns reported in the literature on the validity of such
equations, especially for their use in the British nuclear industry.
Even though further evidence is required to support this state-
ment, it is likely that such models may have led to conservative
results for nuclear sites in the UK. Additionally, comparisons
made with other SCRs show that PGA intensities and attenua-
tion rates are somewhat different. This may be explained by the
fact that each SCR has experienced its own tectonic evolution.
Nevertheless, results obtained in this work suggest that Eastern
North America, Australia and India possess a rather similar
behaviour and have associated higher PGA intensities. On the
other hand, NW Europe can be considered to have associated
smaller PGA intensities. Finally, Western China could be
regarded as possessing an average behaviour.

* Regarding estimations on spectral acceleration, there is also a
reasonably good agreement between the model proposed and
predictive models calibrated for the UK, Europe and other SCRs.
This is valid for a wide range of periods for the magnitudes and
distances of interest for time-history analyses of structures.
Consequently, it can be concluded that the proposed model is
suitable to rationally define the loading input in structural
engineering analyses for the NW European regions.
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