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Model-Based Approach for Queue and Delay Estimation at
Signalized Intersections with Erroneous Automated Data

S. P. Anusha'; A. Sharma?; L. Vanajakshi, A.M.ASCE?; S. C. Subramanian*; and L. R. Rilett, M.ASCE®

Abstract: A model-based scheme has been developed in this paper to estimate the number of vehicles in queue and the total delay, which are
typical measures for characterizing a signalized intersection. The estimation was first carried out by using the input-output and queue ac-
cumulation polygon methods. These were evaluated by using data from two instrumented intersections in the city of Lincoln, Nebraska.
However, the estimates did not agree well with the actual data primarily because of the errors in counts obtained from the automated detectors.
Hence, an analysis of the characteristics of the errors was carried out. A model-based estimation approach using the Kalman filter was then
developed. Suitable modifications were further applied to the estimation process by incorporating calibration constants for particular site/
traffic conditions in the Kalman filter estimation scheme. The results obtained were promising, indicating that the scheme could be used
for performance analysis of signalized intersections with automated detectors. DOI: 10.1061/(ASCE)TE.1943-5436.0000835. © 2016

American Society of Civil Engineers.

Author keywords: Detector error; Traffic modeling; Kalman filter; Queue estimation.

Introduction

Queue lengths and average stopped delay are the two primary per-
formance measures used as level of service surrogates and control
parameters for optimal signal operations. Efficient signal operation
relies on accurate real-time estimation of these performance mea-
sures. Several methods have been proposed in the literature to ob-
tain estimates of queue lengths and delay, which can be grouped
into two categories: planning-oriented and operations-oriented
approaches.

Planning-oriented approaches for intersection design are
commonly performed offline during the preliminary phase of the
project. Typical examples include queuing theory—based and
shockwave-based methods, and in general, they are developed
on the basis of historical data. There have been several queuing
theory—based analytical methods (Webster 1958; Akcelik 1980,
1981; Viti and Van Zuylen 2004; Strong and Rouphail 2006;
HCM 2000; Mulandi and Martin 2011; Keita and Saito 2011;
Cheng et al. 2012) that estimated expected queue/delay by using
(1) a historical measurement of flow rate, (2) an assumed arrival
distribution, and (3) an assumed signal phase duration. The main
disadvantage of these queuing theory—based methods is that they
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do not determine the length of the section covered by the queue.
The shockwave-based methods (Lighthill and Whitham 1955;
Richards 1956; Liu et al. 2009) overcome this deficiency by cap-
turing realistic queuing behavior and determining the spatial extent
of the queue. These planning oriented approaches are widely used
for offline signal timing optimization, level of service estimation
during the planning phase, turn bay sizing, and others. However,
they are not suitable for operational analysis because they require
methods that can work better by using real-time data.

Operations-oriented approaches commonly use the real-time
measurements of traffic characteristics and phase display informa-
tion to estimate delay and queue lengths. This real-time measure-
ments at intersections are made by using two detectors, one placed
well before the stop line, called advance detector, and another lo-
cated near the stop bar, called stop bar detector. These detectors
provide presence-absence information from which a variety of
location-based information, such as vehicle count, headway, and
phase information, can be inferred. One of the simplest approaches
to estimate queue from these detector data is to use the arrival and
departure counts of individual vehicles, using the input-output
method (May 1990). In this method, an initial count of the number
of vehicles in queue between the advance and stop bar detector is
first identified, to which the number of vehicles entering the section
is continuously added and the number of vehicles leaving the
section is continuously subtracted to get the number of vehicles
in queue inside the intersection. One issue with the input-output
method is that the initial queue at the start of analysis should be
known, which is often difficult to obtain. Another critical limitation
is its high sensitivity to count errors, (Briedis and Samuels 2010;
Vanajakshi and Rilett 2004; Rene et al. 2011) which would result in
an inaccurate estimation of queue. There are many reasons for
errors, including count errors caused by the presence of right-turn
vehicles that are detected at the advance detector but not at the stop
bar detector, vehicle lane changes, missed vehicles, and/or false-
positive calls from the detectors. The following extra measurements
have been used in the past to provide additional information about
the number of vehicles in queue to tackle the errors caused by
detector errors:
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1. Red start time: In traffic conditions in which the queue clears in
the subsequent green period, it can be assumed that the queued
vehicles will clear the intersection during the green period and
no residual queue would remain at the start of the subsequent
cycle. On the basis of this assumption, the queue length can be
made zero at the start of every red, partly addressing the problem
of inaccurate queue estimates. The assumption of zero queue at
the start of red would be violated in cases in which the queue is
not discharged in the allotted green time of a given cycle, result-
ing in residual queues.

2. Green start time: The green start time, average start-up lost time
and the average saturation flow rate can be used to generate the
departure flow profile (HCM 2000). The accuracy of the modeled
flow profile depends on the accuracy of these input values be-
cause the generated flow profile is dependent on these input
values.

3. Queue clearance times: The queue clearance time is the time it
takes to completely clear the queue and can be estimated by
using information from the stop bar detector. This calculation
is based on the fact that the headway of vehicles being cleared
from a queue is the minimum (queue clearance minimum head-
way) after the start-up lost time, and the headway between ve-
hicles after the queue clearance phase will be higher than that.
The time at which a headway greater than the queue clearance
minimum headway is first observed at the stop bar detector after
the start of green is the queue clearance time. By definition,
queue clearance times can only be obtained for signal cycles,
in which the queue clears within the subsequent green period.
The estimated queue clearance time can be incorrect if there
are missed vehicles and/or false-positive calls at the stop bar
detector, driver delay during the queue clearance process
(e.g., inattentive drivers), or an incorrect minimum queue clear-
ance headway is used.

4. Time occupancy at the advance detector: The occupancy time at
the advance detector can be used to estimate the number of ve-
hicles in queue (Vigos et al. 2008). One concern in using this
approach is that the relationship between time occupancy and
the number of vehicles in the queue is site specific. Time occu-
pancy can be used for queue estimation only for the cases in
which the queue ends within the advance detector because ve-
hicle arrivals and hence time occupancy cannot be obtained
once the advance detector is fully occupied. Another concern
is that the accuracy of time occupancy data is dependent on
the detector polling rate. If the detector polling rate is too slow,
the vehicles may not get identified, which can have a large ne-
gative effect on the accuracy of the estimated number of vehicles
in the queue.

Some of the recently reported studies using the aforementioned
information to estimate queue lengths and/or delays are discussed
subsequently.

Delay estimation using real-time algorithms was carried out by
Balke et al. (2005), Skabardonis and Geroliminis (2005), Smaglik
et al. (2007), and Liu and Ma (2008). Different methodologies for
queue estimation using loop detector data and signal timing data
were used by Sharma et al. (2007) and Liu et al. (2009). Various
other methodologies that used time occupancy data from loop de-
tectors to determine queue lengths have also been reported (Chang
etal. 2012; Qian et al. 2012). However, none of the aforementioned
studies have addressed the modeling uncertainties and detector er-
rors. There have been studies that addressed this concern by using
the Kalman filter estimation scheme (Lee et al. 2013; Vigos et al.
2008; Wu et al. 2008). All of these studies used time occupancy as
the measurement variable. Based on this, it is assumed that the cor-
responding queues are within the advance detector because time
occupancy can be obtained from the advance detector under this
condition only. Table 1 shows the details of these studies.

Table 1. Comparison of Kalman Filter-Based Estimation Schemes for Queue

Reference

Component

Details

Vigos et al. (2008)

Lee et al. (2013)

Wu et al. (2008)

Time resolution
Estimate
Input
Measurement
Process disturbance
Measurement noise
Conditions modeled
Remarks

Time resolution
Estimate
Input
Measurement
Process disturbance
Measurement noise
Conditions modeled
Remarks

Time resolution
Estimate
Input
Measurement
Process disturbance
Measurement noise
Conditions modeled
Remarks

20s

Number of vehicles in the link; between two intersections

Entering vehicle flow—exiting vehicle flow

Time occupancy from the detector located midway between entry and exit

Assumed Gaussian
Assumed Gaussian

Simulated data; queue within advance detector

The impact of various factors such as the estimation scheme parameters, traffic parameters, and
geometric features were investigated. The simulated data being error free, the detector errors were
not considered in the analysis

05s

Number of vehicles in queue on the ramp
Entering vehicle flow—exiting vehicle flow
Time occupancy from the mid-link detector and entry detector

Assumed Gaussian
Assumed Gaussian

Simulated data, queue within advance detector
Detector errors were introduced in the simulation. However, the influence of the detector errors on
the estimation scheme was not explicitly analyzed

20 s

Number of vehicles in queue on the ramp
Entering vehicle flow—exiting vehicle flow

Time occupancy from loop detector at entry
Calibrated constants based on observed queue data

Assumed Gaussian

Field data; queue within advance detector

Adjustment factors were provided to balance the miscounting effects of the loop detectors. Site-
specific constants to account for the process disturbance were included. The errors in the
measurement variable namely time occupancy were not analyzed
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It can be observed that in most of the previous studies, time oc-
cupancy at the advance detector and/or the midlink detector was
used to estimate queue. However, in this study, it was found that
time occupancy was not the best indicator of the number of vehicles
in the queue as will be discussed in the “Methodology” section.
Another key observation from the literature review was that there
are only limited reported studies that had explicitly incorporated
the detector errors while estimating queue and delay. Those limited
studies that have incorporated the detector errors (Wu et al. 2008)
have developed calibration constants only for the process disturb-
ance. However, the measurement variables are also prone to meas-
urement noises caused by the detector errors, which were not taken
into account.

The present study developed calibration constants for the pro-
cess disturbance and the measurement noise for different study
sites/traffic conditions and used them in the estimation scheme.
Most of the reported studies used simulated data for corroborating
the results. In the present study, the developed estimation schemes
were evaluated by using field data. The vehicle arrival rate in the
study sites were low (an average of 200-320 vehicles per hour per
lane); hence, it was assumed that the queues formed will be within
the advance detector, and the queue formed for every cycle will
clear in the subsequent green period (under saturated condition).
In this study, queue is defined as the number of vehicles affected
by red in an intersection approach at any given time. Delay was
estimated in terms of aggregate delay and is defined as the total
delay encountered by the vehicles in queue during the considered
time interval.

Two estimation schemes have been proposed in this study,
which use the erroneous loop detector data for queue estimation.
The common and unique features of these estimation schemes are
listed in Tables 2 and 3, respectively. The main difference between
the two estimation schemes is that the calibration constants were
assumed to be Gaussian in Estimation Scheme 1, whereas actual
calibration constants based on the field data were used for the
process disturbance and the measurement noise in Estimation
Scheme 2.

Data Collection

The proposed estimation schemes were evaluated by using data col-
lected from Lincoln, Nebraska, at two test sites: 17th Street and G
Street (17&G) and 27th Street and U.S. Highway 6/Cornhusker
Highway (27&Cornhusker Highway). The northbound (NB)
approach of 17th Street, which has an average daily traffic
(ADT) of 10,710 vehicles, and the eastbound (EB) approach of
27th Street, which has an ADT of 33,485 vehicles, were considered.
Both the NB 17th Street approach and the EB 27th Street approach
had three lanes and were equipped with monitoring equipment that
could collect detector actuation data at the advance detector and the
stop bar detector on a lane-by-lane basis. The signal phase infor-
mation was also collected for the through approaches. The advance
detectors are located in each lane at 90 and 100 m behind the stop
line for the 17&G and 27&Cornhusker intersections, respectively.
The stop bar detectors are located approximately 5 m upstream of
the stop bar detector. The status of detector actuations and signal
were collected by using a digital input-output (I/O) device that was
polled by the central server at 1-s intervals. The data were stored in
a structured query language (SQL) server. Fig. 1(a) shows the hard-
ware used on the NB approach of 17th Street at the 17&G test site.
A human machine interface (HMI) tool was developed, which was
used to overlay the detector status information next to the video
stream from the site. A screenshot of the same is shown in

© ASCE

04016013-3

Table 2. Common Components of Estimation Schemes 1 and 2

Component Details

Time resolution Is

Estimate Number of vehicles in queue; total delay

Input Vehicles joining the queue as a function of time
Vehicles discharged from the queue as a function of
time

Measurement Number of vehicles in queue was estimated by

using the queue clearance time from stop bar
detector and signal timing information

Conditions modeled Field data; queue clearing within green period and
queue within advance detector traffic conditions

Table 3. Unique Components of Estimation Schemes 1 and 2

Estimation

Model parameters Scheme 1 Estimation Scheme 2

Process disturbance  Assumed Calibrated constants based on observed
Gaussian relative flow data

Measurement noise  Assumed Calibrated constants based on observed
Gaussian  queue data

Fig. 1(b). This tool was used for visual verification of the data
and to assess the performance of the detectors at both the test ap-
proaches. Data were collected in the right- most lane at peak and
off-peak traffic conditions for both approaches. These data were
used to evaluate the performance of the two estimation schemes
developed in this study.

Basic Approaches for Queue Estimation

Queue estimation using basic approaches, namely, input-output
method and the queue accumulation polygon approach (HCM
2000), were carried out. First the input-output approach was at-
tempted and cumulative arrivals and departures were plotted.
Fig. 2(a) shows a sample plot for the northbound lane C (NC)
of 17&G intersection for a selected day. It can be seen that the
curves are diverging over time, indicating an accumulating queue
in the section, with 1,134 vehicles in queue at the end of the analy-
sis period. However, for the selected section length of 90 m, and
assuming an average vehicle length of 4 m with 1 m for gap, the
maximum number of vehicles that can be accommodated in the
section is 18. This clearly indicates a continuous undercounting
or overcounting in the data. Fig. 2(b) shows an enlarged view
of a 1-h period input-output analysis result, clearly demonstrating
this problem. The solid line shows the input-output result, and the
corresponding actual queue extracted manually by observation
from HMI is shown by the dotted line. It can be seen that the num-
ber in queue is continuously growing instead of the growing and
clearing pattern caused by red and green intervals. Video observa-
tion showed one of the reasons for this anomaly to be the count
errors caused by the right-turn vehicles activating the advance de-
tector but not activating the stop bar detector by taking the turn
before the stop bar detector. Thus, it was concluded that for the
automated data collected in this study, because of the associated
errors, the input-output method is not a suitable option for queue
estimation.

The queue accumulation polygon approach, which is another
basic approach for queue estimation, was attempted next. This
method uses the vehicle counts from the advance and stop bar
detectors as a function of time and the observed signal timing
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Fig. 1. Data collection schematic of the 17&G intersection

information to estimate the corresponding number in queue. The
method uses the advance detector count data to develop the arrival
section of the queue polygon. The maximum queue size is assumed
to occur at the end of the red period. During the green interval, the
number of vehicles in the queue will decrease at a rate equal to the
difference between the arrival rate of vehicles at the back of queue
and the departure rate of vehicles from the front of the queue. Fig. 3
shows a sample queue polygon showing the queue formation
during red and the clearing of the queue during green.

Also, for the data being considered in this study, the queue
formed during a red period clears in the subsequent green period.
Hence, the queue at the end of any green should be zero. On this
basis, the queue accumulation polygon was implemented, with a
correction to ensure that the queue starts from zero at the start
of every red period. In this manner, the large errors as shown
by the input-output method [Fig. 2(b)] were eliminated. Fig. 4
shows the corresponding result obtained for 17&G intersection
in peak traffic condition for a 1-h period starting at 8:00 a.m.
The solid line indicates the estimated number of vehicles in queue,
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and the dotted line shows the actual queue that was obtained from
manual observation. It can be seen that the estimated number in
queue is not accumulating over time. However, the estimated
numbers become negative in certain time intervals. To illustrate
this, an enlarged view for a 5-min period is shown in Figs. 5.
The queue length from 8:01:00 to 8:02:25 a.m. and from
8:03:45 to 8:04:00 a.m. have negative values. In addition, the queue
failed to clear during the green interval at 8:05:25 a.m., which is not
expected under the traffic condition being studied. The main causes
of these errors are the wrong exit detection once the queue was
cleared and the inaccuracy in the count data obtained from the ad-
vance and stop bar detectors. Hence, an analysis was carried out to
identify the detector errors by comparing the loop detector data
with the HMI as discussed in the following section.

Detector Error Analysis

From the previous discussion, it is clear that the accuracy of count
data plays a major role in queue estimation. Hence, the accuracy of
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Fig. 4. Shortcomings of queue accumulation polygon approach for
queue estimation

the count data obtained from the loop detector was checked by
comparing them with those manually extracted by using the
HMI. Data from the advance and stop bar detectors of both the
intersections in peak and off-peak conditions were analyzed for
missed calls and false-positive calls and are shown in Fig. 6. It
can be observed that there is a significant amount of detector errors
at both intersections.

These count errors will affect the accuracy of the entry and exit
counts, which in turn will affect the estimated number in queue at
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any instant. Thus, suitable estimation schemes that can provide re-
liable estimate of queue and delay while using such detector data
need to be identified. Model-based approaches that use recursive
estimators are reported to be capable of incorporating noise in data
and capturing the variations in the traffic (Dailey 1997) and hence
were chosen in the present study. Two model-based estimation
schemes that used erroneous loop detector data were proposed:
(1) without explicit analysis of the detector errors; and (2) with
explicit analysis of the detector errors. The following section
describes the details of the proposed methodology.

Methodology

A model-based approach along with a Kalman filter—based estima-
tion scheme was adopted in this study to estimate queue and delay.
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Fig. 7. Delay estimation from queue

The basic equations to determine the number of vehicles in queue
and the total delay were based on the conservation of vehicles and
queue accumulation polygon approach. The conservation of ve-
hicles states that the number of vehicles in queue at the next instant
of time is equal to the sum of the number of vehicles in queue at the
current instant of time and the difference between the number of
vehicles that have joined and left the queue during this time inter-
val. Eq. (1) presents this mathematically, which can be used to es-
timate the number of vehicles in queue at the next instant of time
N(k+1)

N(k+1) = N(k) + [Nenry (k. k + 1) = Nei(k, k+1)] (1)

where N(k) = number of vehicles in the queue during the current
time instant, Ny (k. k + 1) and Ny (k, k + 1) = number of ve-
hicles that have joined and left the queue, respectively, during
the time interval from & to k + 1.

The queue polygon approach uses the number of vehicles in
queue estimated by the conservation equation to develop a queue
polygon as shown in Fig. 7. The area of the queue polygon between
two time instances gives the total delay encountered by those ve-
hicles in queue during that time interval.

Eq. (2) presents the queue polygon delay equation from which
the total delay for the time period (k, k 4 1), can be obtained

(k+1)T
N(k) + N(k+1)

tyk,k+1) = / Ndt = [ 2 o (2)
kT

where 4 = duration of time between the instants k£ and k + 1. By
substituting for N(k + 1) from Eq. (1), the expression for total
delay becomes

ty(k,k+1)=hN(k) + % [Nentry (k. k 4 1) = Ny (k, k +1)]
(3)

Egs. (1) and (3) can be used to estimate queue and delay, pro-
vided that the initial number of vehicles inside the section and the
initial delay are known. However, these are not available in typical
field applications. To overcome this limitation, the Kalman filter
(KF), an estimation tool, was used with an assumed initial number
of vehicles in queue and initial delay. The KF is a recursive algo-
rithm that is widely used for estimation and prediction. It is usually
applicable to system models/realizations that can be written in the
state-space form. The linear KF is used for the analysis if the equa-
tions are linear in nature. Because the aforementioned model for-
mulations are in state-space form and linear in nature, linear KF
was used. The basic requirements of the KF estimation scheme
are the state equations and the measurement equations. A system
can be considered as an entity that produces outputs corresponding
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to inputs provided to it. The characteristics of the system are de-
scribed by the state variables. State variables are those whose
knowledge would completely characterize the behavior of the sys-
tem. The state equation describes the evolution of the state variables
with the system inputs. The measurement equation provides a re-
lationship between the state variables and the measurement varia-
bles. Measurement variables are those that can be obtained directly
or inferred from those parameters that can be measured from the
field. The following section describes the methodology used for
determining the measurement variable in this study.

As mentioned in the literature review, previous studies that have
estimated queue by using Kalman filter estimation have used time
occupancy as the measurement variable. Hence, the relation be-
tween time occupancy and number in queue was checked first.
Fig. 8 shows the time occupancy with number in queue plot,
and it can be observed that, with the current polling rate of detector
and low volume conditions, the time occupancy and number of ve-
hicles in queue are not exhibiting a high correlation. Hence, another
measurement variable, namely, the queue clearance time, was iden-
tified in this study. The methodology adopted to obtain the queue
clearance time from the signal information and the detector data is
explained subsequently.

The queue clearance time, which is the time from start of green
for the queue to completely clear from the stop bar location area,
was determined by using the stop bar detector actuations and signal
timing information. When the signal turns red, the vehicles arriving
at an intersection stop, and a queue is accumulated at a rate equal to
the arrival flow rate. At the onset of green, the queued vehicles will
leave the intersection at saturation headway after an initial start-up
lost time. The queue reduction rate is equal to the saturation flow
rate minus the arrival flow rate. The queue is completely discharged
at the queue clearance time and remains zero until the start of red of
the next cycle. Because the arrival rate in the study stretch was low,
all the vehicles arriving in red and forming a queue would be com-
pletely cleared during the green period. The queue clearance time
was identified when the headway, after the initial start-up lost time,
becomes greater than an assumed queue clearance headway (3 s
was used in this study according to data). The queue polygon
was then constructed assuming zero queue at the start of the
red, with the queue uniformly increasing to a maximum queue
value at the start of green and then uniformly decreasing to a value
of zero at the queue clearance time, as shown in Fig. 3. In this study,
queue measurements were back-calculated by using the queue
clearance times and phase information. For example, the maximum
number of vehicles in the queue was obtained by multiplying the
duration of queue clearance time with the difference between
the saturation flow rate and the arrival flow rate. After obtaining
all the critical points (e.g., queue clearance time and maximum
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Fig. 9. Application of KF estimation to the traffic system

number of vehicles in queue at end of red), the polygon can be
completed, and by using this, the number of vehicles in queue
at any desired instant of time can be determined.

Estimation Scheme Using Kalman Filter

For the present study, the state variables were the number of ve-
hicles in queue and total delay. The input to the traffic system
was the relative flow (the difference between the input flow and
the output flow), and the measurement variable considered was
the number of vehicles in queue that was obtained by using the
known queue clearance time and signal timing information. Fig. 9
illustrates the complete application of KF to the traffic system
under study. The input from the traffic system, which is the relative
flow, will provide the estimate of queue and delay on the basis of
the mathematical model. This estimate will be corrected by the KF
by using the measurement to give the best estimate of queue
and delay.

In general, the state equation and the measurement equation are
represented in the state-space form as

x(k+1) = Ax(k) + bu(k) + w(k) 4)

y(k) = e - x(k) + v(k) (5)

where x(k + 1) = vector of state variables at the (k + 1)th instant of
time; u and y = measured input and output, respectively; and w and
v = process disturbance and measurement noise, respectively, that
are assumed to be Gaussian with zero mean.

In the present study, these variables are as follows:

x4 1) = {Néi—i—l)} AL [1 0}

The aforementioned realization of the system was then checked
for its controllability and observability by forming controllability
and observability matrices and finding their rank. The controllabil-
ity and observability matrices for this realization were obtained as

=i o]

The rank of the controllability matrix and observability matrix
are 2 and 1, respectively, indicating that this realization of the sys-
tem is completely controllable but not completely observable. But,
even though the realization of the system was not completely
observable, the evolution of the unobservable state is stable.
Hence, the realization is detectable, and KF can be used with this
realization.

A recursion of the KF estimation algorithm begins with estimat-
ing the a priori value of the state and its corresponding error covari-
ance and ends with the estimation of the a posteriori value of the
state and its error covariance. The best estimate of the state variable
is X7 (k + 1) with an error covariance of P (k 4 1). In between,
the KF calculates a quantity called Kalman gain [k(k + 1)] for
weighing the difference between the actual measurement y(k +
1) and the predicted measurement, ¢ - X~ (k + 1). For the present
study, the state variables were the number of vehicles in queue and
total delay. The input to the traffic system was the relative flow (the
difference between the entry flow and the exit flow), and the meas-
urement variable considered was the number of vehicles in queue
that was obtained by using the known queue clearance time and
signal timing information. The flowchart in Fig. 10 illustrates
the execution of the recursive KF scheme for the traffic system.
Q = process disturbance covariance; R = measurement noise
covariance; X~ (k) = a priori estimate of the state at the kth instant
of time; and X+ (k) = a posteriori estimate of the state at kth instant
of time.

a priori estimate of the state queue using
relative flow as input

X (k+1)= AX (%)+bu(k).

a posteriori estimate error covariance

P (k+1)=[I-k(k+1)oc]P (k+1).

L 2

T

a priori estimate error covariance

P (k+1)=AP"()A" +Q.

}
a posteriori estimate of the state using queue as measurement

% (k+1) :)A((k+1)+k(k+1)[y(k+l)—c.;((k+l)w.

Calculation of Kalman gain

k(k+1) =P (k +1)efe.P~(k +1)e + R] .

Fig. 10. Flowchart representation of KF estimation algorithm
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Fig. 11. Performance of KF estimation without explicit analysis of detector errors

Corroboration of the KF Estimation Scheme

The aforementioned estimation scheme was implemented and an-
alyzed for all locations. A sample result of queue and delay esti-
mation in 27&Cornhusker intersection during peak traffic (6:00 to
7:00 p.m.) is shown in Figs. 11(a and b). These figures show that
the estimated queue matches with the actual queue, indicating the
accuracy of the KF estimation scheme.

The errors in the estimation were quantified by using the RMS
error (RMSE) given by

N 2

RMSE — %Z [N () — N (K)] (6)

where N (k) and N (k) = estimated and actual number of vehicles,
respectively, in queue or delay during the kth instant, with N as the
total number of time instances. The RMSE is a measure of effective-
ness, which is often helpful when different methods applied to the
same set of data are compared. However, there is no absolute criterion
fora “good” value for any of the scale-dependent measures, as they are
on the same scale as the data (Coleman and Swanson 2007). The
smaller the value of the RMSE, the better the forecast obtained.
The RMSE expresses the expected value of the error and has the same
unit as the data, which makes the size of a typical error visible.

The RMSE obtained for queue and delay in the aforementioned
case were 0.84 vehicles and 0.83 vehicle-seconds, respectively.
Similar results were obtained from other sites and are shown in
Table 4. Even though the estimation scheme did not explicitly take
into account the properties of the detector errors, the RMSEs are
lower in magnitude, indicating the accuracy of the estimation
scheme. For further analysis, the KF estimation scheme was modi-
fied, in which the properties of detector errors were explicitly taken
into account and is discussed in the following section.

KF Estimation with Explicit Analysis of Detector
Errors

For further improvement of the proposed KF scheme, implemen-
tation was carried out by explicitly incorporating the process

Table 4. RMSE for Queue and Delay in Different Site/Traffic Condition

disturbance and measurement noise in the estimation process.
The difference between the relative flow obtained from the loop
detector and HMI observation was used to estimate the process dis-
turbance. The difference between the number of vehicles in queue
estimated from the queue polygon by using the loop detector data
and by using HMI data was used to determine the measurement
noise. The mean and variance of this process disturbance and meas-
urement noise were calculated and were used as calibration con-
stants of the KF estimation scheme. Table 5 lists the calibration
constants for different site/traffic conditions for the data under
consideration.

The state equation was suitably modified to take into account
the disturbances caused by the relative flow error. To account
for this, the term m(k) was introduced in Eq. (4), where m(k) =
relative flow error (modeled as a process disturbance). Thus,
w(k) in Eq. (4) has the form

Similarly, the mean of the measurement noise was used for v (k)
in Eq. (5) in the modified formulation.

The estimation scheme was implemented again using this modi-
fied formulation. Figs. 12(a and b) show a sample plot of compari-
son of the estimated queue and delay with the actual queue and
delay, respectively, for 27&Cornhusker intersection for peak traffic
condition. The corresponding RMSE in these cases were 0.73 ve-
hicles and 0.72 vehicle-seconds, respectively. Figs. 13(a and b)
show the comparison of the queue and delay that were obtained
from the KF estimation scheme with and without explicit analysis
of detector errors in terms of RMSE for both the intersections in
peak and off-peak traffic conditions. In all the cases, the KF esti-
mation with explicit analysis of detector errors resulted in a lower
RMSE compared with KF without incorporating the detector er-
rors. The mean of the process disturbance and measurement noise
were not significantly high; hence, the changes that were caused by
the explicit analysis of detector errors do not show a significant

Table 5. Calibration Constants for Different Site/Traffic Condition

Mean Variance Mean of  Variance of
of process of process measurement measurement

Site/traffic condition disturbance disturbance noise noise
RMSE 27&C°ml}(’“3ker 27&%“‘1‘:]‘“ 17&5 g&ik 27&Comhusker peak  —0.008 00793  —0.391 0.553
pea orpea peak offpe 27&Cornhusker 0.001  0.0529 0.199 0.355
Queue (vehicle) 0.837 0.628 0.251 0.207 off-peak
Delay 0.834 0.627 0250  0.229 17&G peak —0.012 0.036 —0.028 0.060
(vehicle-second) 17&G off-peak —0.016 0.322 —0.006 0.041
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difference. However, the KF estimation scheme was sensitive to the
incorporation of the calibration constants of the particular site/
traffic condition. Thus, it can be seen that even with erroneous data
as input, the KF estimation scheme with explicit analysis of detec-
tor errors using suitable calibration constants has the potential to
improve the estimation accuracy. In the aforementioned case, the
calibration constants were separately calculated for each site and
for peak and off-peak conditions separately, making them site
specific and needs to be calculated for any new site and traffic
conditions. A limited analysis was carried out to check the effect
of varying traffic conditions (peak and off-peak) and different
locations on the calibration constant. For this, a comparison of
performance using separate calibration constants (1) for peak
and off-peak conditions and for different sites, (2) for each site
averaged across traffic conditions, and (3) for each traffic condition
averaged across the sites was carried out. Fig. 14 shows the varia-
tion of RMSE obtained for queue for the aforementioned three

B3 Unique Calibration Constant for Site and
Traffic Condition

0.8- O Calibration Constant Average Across
% Traffic Conditions
) M Calibration Constant Average Across
S 06 Site
o
3
(<}
2 04
w
[Z]
£

0.2 l

27&Cornhusker 27&Cornhusker 17&G Peak

Peak Off-peak

17&G Off-peak

Fig. 14. RMSE for queue by applying an average calibration constant
for varying site/traffic condition
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cases. This figure shows that the performance of the estimation
scheme by using an average calibration constant across traffic con-
ditions for the same site was comparable to the scheme when the
individual calibration constants of a particular site/traffic condition
was applied. However, when the calibration constant was averaged
across sites for the same traffic condition, there was an increase in
the RMSE. This indicates that an average calibration constant for
varying traffic conditions can be considered without much reduc-
tion in the performance of the estimation scheme. However, sep-
arate calibration constants seems to be essential for different sites.

In terms of frequency of recalibration, it is assumed that the
performance of a detector would not deteriorate very quickly
and may need recalibration only after several months. Longer du-
ration data from multiple locations over varying traffic conditions
need to be analyzed for substantiating this assumption. The iden-
tification of the duration at which recalibration will be required
needs more analysis. In the current set up, whenever the perfor-
mance of the estimation scheme starts deteriorating, a manual
analysis can be carried out by comparing the loop detector data
with the HMI observations to determine the detector errors, and
recalibration can be carried out. Automatic calibration will be pos-
sible if the statistical parameters of the process disturbance and
measurement noise can be obtained in an automated fashion. This
would be possible if the HMI is automated, even in an offline mode.

Concluding Remarks

The data obtained from the automated sensors are used for the de-
vising the estimation schemes for traffic operational analysis. The
accuracy of the estimation scheme depends on the accuracy of the
data obtained from these detectors. However, the errors caused by
the detectors are inevitable; hence, suitable estimation schemes that
can estimate the variables of interest while using the erroneous de-
tector data needs to be devised. This paper presented such a reliable
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estimation scheme that used automated data from stop bar and ad-
vance detectors to determine the queue and delay at intersections.
Data collected from automated detectors were used to determine
the number of vehicles in queue at any instance by using KF es-
timation schemes to obtain reliable estimates under noisy detector
conditions. The KF scheme was further improved by incorporating
the statistical properties of the process disturbance and measure-
ment noise in the estimation scheme. The developed schemes were
tested for data collected from two intersections in peak and off-peak
traffic conditions. The developed estimation scheme using the KF
with explicit analysis of detector errors with suitable calibration
constants was found to perform better, especially in situations with
higher detector errors.

The methodology presented in this paper is for scenarios in
which the road section under study is equipped with both advance
and stop bar detectors. However, in the absence of a stop bar/
advance detector, the corresponding flow can be estimated, and
those values can be used for the queue and delay estimation.
For example, if the advance detector is not available, one could
use the existing model equations, along with additional equations,
that relate the variables of interest to available measurements, such
as occupancy, to estimate the flow through the advance detector.

As a next phase of the ongoing research, the scenario in which
the queue extends beyond the advance detector, resulting in
residual queues at the end of green period, is being analyzed.
The formulation for this scenario was carried out by using the num-
ber of vehicles in queue as the state variable, the vehicle arrival rate
as the input, and the cumulative time occupancy as the measure-
ment variable. The initial results of the analysis are promising,
and the estimation scheme is under further investigation.

The KF model can also be made self-calibrating if the statistical
parameters of the estimation scheme, namely, the mean and the
variance of process disturbance and measurement noise, can be ob-
tained in an offline mode in a periodic basis (e.g., once a day or
once a week). This will be possible if the HMI can be automated
and the automated HMI output can then be compared with the loop
detector data to determine the statistical parameters of the estima-
tion scheme for a wide range of operating conditions, such as differ-
ent weather or traffic conditions, for queue and delay estimation.
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