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Few studies have been conducted to monitor inter-fiber deformations in fiber-reinforced composites. In
the present work, we demonstrate full-field strain measurements in the composites at the micro-scale,
using digital image correlation (DIC). The study is performed on a unidirectional glass fiber reinforced
composite loaded in transverse three-point bending inside an environmental scanning electron micro-
scope. A nano-scale random speckle pattern of high quality is created. Validity of the measured fields
is assessed against results of a finite element (FE) model with boundary conditions retrieved from the
experiment. A good agreement is found between the DIC-measured and FE-predicted results. The precise
recognition of very small-scale strain concentrations requires enhancement of the correlation process

and removal of microscopy imperfections. The investigated methodology shows promise for real-time
deformation measurements in composites at the micro-scale.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Digital image correlation (DIC) is an optical method to track
changes in a series of deformed images. It is used to measure dis-
placements and strains on the surface of a deforming material in a
non-contact way. The correlation process uses the gray intensity
pattern inside virtually created subsets. Hence, each subset should
have a unique pattern, which, in the absence of an inherent surface
texture, results from an artificial random speckle pattern on the
surface of the material [1,2]. DIC has been widely applied to mea-
sure deformation in composites at the macro- and meso-scales
[3-9]. To track deformations of individual fibers and inter-fiber
deformation in the matrix, the length scale of this technique
should be reduced to the micro-scale. The need for the
micro-scale DIC (uDIC) is particularly important in the field of
nano-engineered fiber-reinforced composites and composites with
multiphase matrices where the effect of modifications is most pro-
nounced at this scale [10-13].

A number of difficulties appear in the application of uDIC to
different materials, and several studies have been conducted to
progressively tackle them. Up to now, uDIC has been mostly
applied to metals. It started with use of high-magnification optical
microscopy in the late 90s to early 2000s, when baseline errors in
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displacement measurement, problems with the image contrast,
refocus errors, and lens aberrations were the main difficulties
[14,15]. Higher magnification DIC analyses were accomplished
through engaging scanning electron microscopy (SEM) [16-18].
Challenges related to drift and spatial distortions, and SEM based
noise were explored in [19-21]. Another challenge in puDIC is appli-
cation of a suitable tracking pattern to the specimen surface [22].
uDIC was also applied to non-conductive materials in a few studies
such as [23,24].

UDIC has been rarely applied to fiber-reinforced polymer-based
composites. The promise of this technique for analysis of micro-
scale deformations in these composites was first shown in [25],
where Canal et al. analyzed the deformation in a unidirectional
E-glass/epoxy composite under transverse compression. For a
microscopic window at three different magnifications (250x,
2000x, and 6000x), they achieved fine displacement maps for
the component in the loading direction. At high magnifications,
the loading-direction strain maps showed lower accuracy in iden-
tifying the strain concentrations and exact location of fibers. The
average composite strain in the microscopic window was derived
with an error around 2.5%, but the quantitative values of strain
average in each phase were not accurately obtained. The reason,
pointed by the authors, was that the high deformation gradient
at the fiber/matrix interface could not be captured. It was
smoothed out because DIC calculates strains by taking the
derivate of the displacements over a small strain window, not
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differentiating between the two phases on which it is placed. That
is why it is challenging to apply pDIC to heterogeneous microstruc-
tures with a high property mismatch in the constituents.

The present study continues the line of research established in
[25], applying pDIC to fiber-reinforced composites. The methodol-
ogy, in line with the one proposed in [25], is exerted on an example
of a unidirectional glass fiber/epoxy composite to further investi-
gate the measurement and interpretation issues. The specimen is
loaded in transverse three-point bending, and a microscopic study
zone on the tensile deformation region is monitored with an envi-
ronmental scanning electron microscope (ESEM). Efforts are made
to produce a nano-scale random speckle pattern, with quality
assessed by analysis of DIC measurement errors. Other difficulties
related to fitting the mechanical test set-up inside the ESEM cham-
ber, the imaging distortions and noise, charging effect, and main-
taining the field of view fixed under loading are looked at. The
validity of the uDIC results is evaluated against a finite element
analysis (FEA). Limitations of puDIC on fiber-reinforced composites,
particularly concerning high local strains, are then discussed. The
preliminary studies were conducted in [26].

The authors’ longer term goal is to further apply this technique
to study microscopic phenomena such as damage initiation and
development in composites, and to provide a tool which allows
evaluation of the changes in the mechanical behavior brought by
introducing nano-reinforcements in the fiber-reinforced composite
[27].

2. nDIC methodology

The investigated puDIC approach includes such steps as prepar-
ing specimens, applying a speckle pattern, assessing the pattern,
deforming the material, capturing micrographs, appraising micro-
scopy adequacy, optimizing DIC parameters, applying DIC, filtering
out random noise, and validating DIC results against FE
predictions.

2.1. Composite material

The studied material is a unidirectional glass/epoxy composite
produced by vacuum infusion, previously studied in [28]. The glass
fiber is Advantex® Glass SE 1500 2400, with an average diameter of
17 um, and the epoxy matrix is EPIKOTE™Resin MGS® LR 135 LV,
with EPIKURE™Curing Agent MGS® LH 137 as hardener. The Young’s
moduli of the glass fiber and epoxy matrix are 81 GPa and 3 GPa,
and the Poisson’s ratios are 0.22 and 0.30, respectively. The average
composite thickness is 1.9 mm and the average fiber volume frac-
tion is 61.9%. The composite plate is cut into specimens of
68.0 x 8.0 x 1.9 mm> dimension in such a way that fibers are
aligned in the width direction. The surfaces perpendicular to the
fibers direction are grinded by SiC abrasive papers (320, 800,
1200, and 4000 grit, consecutively) and polished by a diamond
slurry of 1-um particle size, followed by an oxide polishing
suspension.

2.2. Speckle pattern enhancement and DIC parameters

2.2.1. Speckle deposition

The electron microscopy image from the composite cross-
section (Fig. 1a) reveals that the material does not possess a suit-
able texture in its natural state. The presence of large areas with
similar gray intensity levels asks for an external random speckle
pattern. The pattern is produced through deposition of a powder
on the specimen surface. When choosing the appropriate powder,
the following parameters were taken into account: the particle
size, level of absorption and distribution on the surface, tendency
to aggregate, and gray level contrast with composite surface.

A sub-micron alumina powder (TM-DAR series of TAIMICRON) pro-
duced by TAIMEI CHEMICALS Co., Ltd. is selected for the study. The
average size of the particles is 220 nm. To avoid particle aggrega-
tion, a dispersant for stabilizing alumina suspensions such as
DARVAN-CN (a trademark of R.T. Vanderbilt Holding Company, Inc.
for ammonium polymethacrylate) is used [29].

Several trials are done to achieve a suitable speckle pattern.
First, a 1-wt.% suspension of alumina in distilled water is prepared,
and a drop of it is applied to the polished surface of one of the
specimens. Then, it is left in the ambient air to be dried. After gold
sputtering, large aggregates can be observed all over the surface
through electron microscopy (Fig. 1b). Aggregates could be formed
before or during the deposition, causing a significant error in DIC
by creating large areas with unvarying gray intensity level. Addi-
tionally, deformation of the aggregates can be different from the
deformation of the underlying surface. In order to prevent particle
aggregation ultrasonication along with magnetic stirring is applied
to the suspension before deposition. A new polished specimen is
speckled with this suspension. Fig. 1c shows that ultrasonication
eliminates large aggregates. To remove small-scale aggregates
and to further enhance the dispersion of nano-particles, DARVAN-
CN is added to the suspension before ultrasonication. Fig. 1d, which
is captured from the surface of a new specimen, speckled with the
dispersant-including suspension, shows that the aggregation is
drastically decreased.

The concentration of alumina is also optimized. In Fig. 14, it is
observed that 1 wt.% is quite high, which makes it difficult to
observe the underlying surface. Thus, a 0.1-wt.% suspension is
produced, taking advantage of both ultrasonication along with
magnetic stirring and DARVAN-CN. The micrograph from the spec-
imen speckled with the 0.1-wt.% suspension (Fig. 1e) displays that
the distribution of particles is not uniform. To further enhance the
distribution, the concentration is reduced to 0.05 wt.% (using ultra-
sonication, magnetic stirring, and DARVAN-CN), but the deposition
process is performed twice. The second deposition is done once the
first layer is dried. With this approach a well-dispersed and evenly
distributed speckle pattern is achieved (Fig. 1f). The amount of
DARVAN-CN in each suspension is 1/10 of the alumina weight.
The surface of all speckled specimens in this study is coated with
a thin conductive film in order to diminish the charging effect.

2.2.2. Assessment of the pattern quality

To examine the quality of the optimized speckle pattern (Fig. 1f)
we used a so-called strain deviation analysis, where DIC is applied
to virtually deformed images. For this, a micrograph with the res-
olution of 1424 x 968 pixel®> (125 x 85 um?) is taken from the
speckled surface as the study zone (Fig. 2b). The length of the
micrograph is extended by 15 pixels, using the lanczos3 resizing
method in MATLAB. This virtual deformation is equivalent to a
value of 0.0106 for the horizontal component of the Lagrangian
strain. The virtual deformation is analyzed through DIC to assess
the deviations from the applied strain. The same strain deviation
analysis is also applied to a poorly-speckled specimen (Fig. 1le).
For DIC, VIC-2D 2009 software (Correlated Solutions) is used. The
sizes of subset, step, and smoothing filter (described in 2.2.3 and
[30]) for this strain deviation analysis, are set to 21 pixels, 1 pixel,
and 5 data points, respectively. All of the DIC analyses in this study
are performed with a normalized squared differences criterion, opti-
mized 4-tap interpolation, and Gaussian subset weights. Lagrangian
strains are computed from the resulting displacements and
smoothed with a 90% center-weighted decay filter [30]. All strain
values given in Sections 2.2.2, 2.2.3, and 2.3 refer to the horizontal
component.

It is expected to obtain homogeneous strain maps if the defor-
mation is applied uniformly. In reality, digital resizing of an image
is not totally uniform all over the image, and local deformation
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Fig. 1. SEM images of (a) a bare specimen surface and (b)-(f) speckled surfaces with alumina suspensions using (b) 1 wt.% alumina, without ultrasonication and stirring,
without dispersant agent; (c) 1 wt.% alumina, with ultrasonication and stirring, without dispersant agent; (d) 1 wt.% alumina, with ultrasonication and stirring, with
dispersant agent; (e) 0.1 wt.% alumina, with ultrasonication and stirring, with dispersant agent and (f) twice deposition of 0.05 wt.% suspension, with ultrasonication and

stirring, with dispersant agent.

depends on the interpolation method used. This causes hetero-
geneity, similar to those studied in [31], in resulting strain fields.
In order to reduce the interpolation effect on the heterogeneity
in the initial resulting strain, the strain field, resulted from digital
resizing, is estimated by averaging horizontal profiles of strain
through the image width. This interpolation strain field is sub-
tracted from the initial strain field, resulting in a strain deviation
map, which exhibits measurement-arising non-uniformity. The
strain deviation maps of poor and optimized patterns are shown
in Fig. 2a and b. The mean strain, before subtraction, is accurately
calculated (0.0106) for both patterns. However, the strain devia-
tion map of the poorly-speckled specimen shows a higher level
of non-uniformity, particularly in areas free of speckles. This
non-uniformity of strain (in the case of uniform deformation) is
the result of DIC errors, mainly, in imperfectly-speckled areas,
referred to as measurement error in this study. This non-
uniformity can be measured by means of standard deviation of
strain calculation. The standard deviation for the poor pattern is
0.0031, while it is 0.0013 for the optimized pattern. The lower level
of strain deviations for the optimized pattern is also evident by
comparing strain deviations along an arbitrary chosen straight line
(Fig. 2c¢), displayed on both maps.

2.2.3. Evaluation of DIC parameters

The strain deviation analysis is also used to evaluate the suit-
able size for subset, step, and smoothing filter. For this, similarly,
a micrograph from the well-speckled surface is virtually deformed
using the lanczos3 resizing method in MATLAB. The deformation,
which is a 15-pixel extension in the length, is analyzed through
eight DIC analyses with different sets of subset, step, and filter
sizes. The same procedure for decreasing the interpolation hetero-
geneity effect, as explained above, is performed. The resulting
mean strain and standard deviation (as a measure for strain non-
uniformity) for each analysis (corresponding to one set of parame-
ters) are given in Table 1. It reveals that the average strains over

the study zone are precisely calculated through DIC against the
applied (virtual) strain, i.e. 0.0106. It also shows that increase in
the subset size decreases the strain standard deviation. This is
because larger subsets hold more speckles and can be distin-
guished more precisely [2]. However, this increase reduces the
resolution of the correlation [32], and hence local variations may
not be accurately detected in the analysis of real deformation. In
fact, the optimum subset size should be a compromise between
small values, which provide more detailed measurements, but also
higher measurement error, and large values, which decrease the
error. The investigated subsets are drawn on the study zone micro-
graph in Fig. 2b, and as can be seen, no area as small as the subsets,
can be found without speckles inside. Considering the fact that the
subset has to be large enough to contain a sufficiently distinctive
pattern all over the image, the 61-pixel subset ensures the higher
accuracy of DIC with this speckle pattern.

Similarly, reduction in the step size increases the standard devi-
ation of the measured strain. Step size defines the spacing of the
points that are analyzed in DIC [30]. Thus, with a lower step size,
more pixels are analyzed and a more detailed correlation is possi-
ble, identifying more imperfectly-speckled areas as well. According
to [32] the highest resolution with the lowest strain noise can be
achieved by minimizing the step size and using a moderate subset.
The standard deviations related to the step size of 2 pixels is still
far below the mean strain. It is acceptable to lose a small amount
of accuracy to acquire strain maps with higher resolution. There-
fore, the step size of 2 pixels is selected for further analysis. The
trade-off scenario also applies to the filter size selection. Especially
for inhomogeneous deformation, a proper size should be carefully
selected. Smoothing filter reduces the noise in the resulting strain.
Small filters result in better spatial resolution and detection of
strain concentrations, but more noise in strain [2]. To get a balance
between accuracy and strain smoothness, the 15 data points filter
is selected. The optimum values for the subset, step, and filter size
resulted from this analysis are 61 pixels (5.35um), 2 pixels
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Fig. 2. Strain deviation analysis: effect of the quality of speckle pattern on the accuracy of DIC strain deviation maps for a (a) poor and (b) optimized speckle pattern, (c)
comparison of the strain deviation along the straight line shown on the two strain maps in (a) and (b).

Table 1
Strain deviation analysis: effect of DIC parameters on the resulting horizontal strain
from virtual deformation on the well-speckled image. The applied strain is 0.0106.

Subset size Step size Filter size (data Mean Strain standard
(pixel) (pixel) point) strain deviation
41 5 15 0.0106 0.000070
61 5 15 0.0106 0.000054
81 5 15 0.0106 0.000041
101 5 15 0.0106 0.000034
61 10 15 0.0106 0.000017
61 2 15 0.0106  0.000134
61 1 15 0.0106 0.000194
61 2 25 0.0106 0.000097
61 2 5 0.0106 0.000180

Note: the parameters in bold were chosen for further calculations.

(0.17 pm), and 15 data points (2.63 pm), respectively. In the result-
ing DIC strain map of strain deviation analysis with these optimum
parameters, the maximum local deviation, from the virtual strain
of 0.0106, is 0.0008.

2.3. Image acquisition in in-situ tests

After a suitable speckle pattern is produced and optimum DIC
parameters are selected from the strain deviation analysis, the
specimen is prepared for the in-situ deformation. The deformation
is provided by a transverse three-point bending experiment inside

an ESEM chamber (FEI/Philips XL30 ESEM FEG). For this, a mini-
tester stage (Deben UK Limited) is installed inside the ESEM. The
specimen is placed on the bending stage such that the fibers are
transversely aligned to the loading. Carbon tape is used to establish
conductivity between specimen surface and the stage for reducing
the charging effect. A study zone on the surface of the specimen is
identified on a region just above the middle of the tensile edge
(Fig. 3), so that the deformation is the maximum and the horizontal
rigid body motion of the study zone is the minimum, which makes
it easier to track the study zone during loading. Before the speci-
men is loaded, four micrographs are captured from the fixed study
zone (still rigid body), in 30-s intervals to check the quality of the
microscopy. They are analyzed through DIC, with the optimum val-
ues for the parameters. If several micrographs, without applying
any deformations, are taken from a fixed field of view, DIC should
ideally measure zero strain.

Nevertheless, deviations from zero are found in all strain com-
ponent maps in each of the still-rigid-body micrographs. For the
horizontal component, the resulting mean strain is between
0.0003 and 0.0005, and the standard deviation is between 0.0013
and 0.0033. Although measurement error might have a minor con-
tribution in these spurious strains, they have more significant
causes such as imaging distortions and noise [19-21], and/or
charging effect. Therefore, these resulting false strains should be
considered as the microscopy error. The highest false strains are
observed on fibers, which can be due to occurrence of a consider-
able degree of charging effect on them. Though the false strains on
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Fig. 3. The study zone chosen for strain mapping, shown (a) schematically on the specimen in three-point bending, (b) on the specimen cross-section, (c) at the working
magnification (1000x ), with the DIC-measured displacements profiles on each edge. The value and sign of displacements are reported with respect to the coordinate axes

shown on the top left corner of (c).

fibers hold a high level of magnitude, the absolute value of local
false strains in the matrix never exceeds 0.0050. The significance
of the microscopy error as well as the measurement error will be
assessed after the DIC analysis of the real deformation is carried
out and the order of magnitude for the mean and local factual
strains is determined.

After rigid body imaging, the specimen is loaded in three-point
bending using a 50-N load cell and a speed of 0.1 mm/min. The
mini-tester is stopped every 30s to adjust the field of view on
the study zone by repositioning the bending stage, and capture a
micrograph with the resolution of 1424 x 968 pixel?
(125 x 85 um? at a magnification of 1000x, 1 pixel = 0.0877 um).
A secondary electron (SE) detector is used, the voltage and spot
size are 10.0 kV and 3.0, respectively, and the working distance
(WD) is 13.1 mm. In each stop, finding the study zone and captur-
ing a micrograph take around 40 s and relaxation in force in this
time interval is below 0.05N. The three-point bending is per-
formed with 59 consecutive stops and with 60 micrographs taken.
The final stop corresponds to the applied force of nearly 26 N, and
the bending deflection of 1.7 mm.

DIC is performed on the 60 micrographs of the deformation
with the optimized parameter values stated in Section 2.2.3. A
1401 x 957 pixel? rectangle is selected inside the study zone as
the area of interest and the maps are displayed on a 1340 x 896
pixel? (118 x 79 um?) area (e.g. Fig. 4a). DIC calculates the mean
strain to be 0.0091 for the last (59th) step. This strain level is close
to the value of the (virtual) strain of 0.0106 applied for investigat-
ing the DIC parameters; therefore, the performed virtual deforma-
tion is an appropriate simulation for the real deformation in the
study zone. Consequently, the resulting strain deviation in the
strain deviation analysis with the optimized parameters can
be considered as estimation for the measurement errors in the
real-deformation analysis. The standard deviation was 0.0001
and the maximum local deviation was 0.0008 (Section 2.2.3). The
microscopy-arising errors also affect the correlation results. As it
was explored above, the maximum values for the mean of the
spurious strains, occurring mostly on fibers, and the standard

deviation were 0.0005 and 0.0033, respectively, and the absolute
value of local false strains in the matrix region was below 0.0050.
The maximum local strain in the real-deformation DIC map is
0.0240 (see Section 3.2). Hence, the errors from measurement and
microscopy will not be very significant, except on fibers, the defor-
mation in which is not of interest in this study. Furthermore, the
possible errors from out-of-plane motion can be neglected in the
presence of these measurement and microscopy errors.

2.4. Finite element model

In order to validate the results of the pDIC, they are compared
with finite element (FE) predictions. The latter are performed in
the commercial FEA package ABAQUS, based on the real
microstructure examined in the experiment. The geometry and
distribution of fibers are determined by a MATLAB circle detection
code, which receives the micrograph of the study zone as input,
and exports center coordinates and radii of all the fibers, to be then
read in ABAQUS. The geometry of the cut fibers on the micrograph
edges is manually implemented into the model. Assuming no out-
of-plane deformation, the FE model is set up as a two-dimensional
problem under plane strain assumptions. Before meshing, the
matrix edges and fibers interfaces are seeded such that the ele-
ments around the fibers inside the matrix are three times finer
than the elements on the matrix edges. The elastic mechanical
properties of the fibers and matrix are assigned according to the
data provided in Section 2.1. The boundary conditions (BCs) must
accurately simulate the real loading on the study zone. The best
source for this information is DIC results; therefore, BCs are derived
from the experimental data. A Python script is developed to match
a data point in the DIC displacement matrix with a node on the
edges of the model, and assign the displacements of the data point
to that node. Thus, the BCs of all the edge nodes can be defined to
simulate the loading of the last step of the deformation. The DIC-
resulting displacements (in which the rigid body displacement of
the study zone is largely compensated) on the edges of the study
zone are depicted on each edge in Fig. 3c.
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Fig. 4. Horizontal displacement maps resulted from (a) DIC and (b) FEA and vertical displacement maps resulted from (c) DIC and (d) FEA.

3. Results and discussion

From now on, results from both methods, DIC and FEA, are
reported for the last (59th) step of the deformation unless other-
wise is specified. The origin of the coordinate system in FEA is
placed at the same position as DIC (top left corner) with the same
axes directions to allow comparison between the maps (shown on
Figs. 3¢, 4a, 5a).

It should be noted that the rigid body displacement is largely
compensated by locating the study zone in each deformation step,
before image acquisition. Thus, the DIC displacement results corre-
spond mainly to deformation of the study zone. The displacement
profiles, shown in Fig. 3, reflect heterogeneity of the material. They
exhibit general features, which could be expected from the dis-
placement near a tensile side of a bend beam: for example, similar
horizontal displacements on the top and bottom edges of the study
zone. However, because of the heterogeneity and asymmetry of the
study zone, some features, which would be expected in a homoge-
neous beam, are not present, notably non-zero horizontal displace-
ment in the middle of the bottom edge of the study zone. The
asymmetry of the displacements corresponds to the asymmetry
of the microstructure with concentration of stiff fibers near the left
side of the bottom edge of the study zone. Furthermore, a small
deviation of the location of the study zone from the exact middle
of the specimen, which is highly probable at the micro-scale, con-
tributes to the asymmetry of horizontal displacement along the top
and bottom edges.

3.1. Displacement analysis

Fig. 4a and b displays horizontal displacement maps (excluding
most of the rigid body displacement of the study zone), measured
experimentally using DIC and predicted by FEA, respectively. The
maps are in a good level of agreement. The absolute horizontal dis-
placement grows toward the side edges of the study zone. Addi-
tionally, the fibers in a cluster at the bottom left corner tend to
move together. Similarly, the vertical displacement maps for DIC
and FEA are in good agreement (Fig. 4c and d). An increase (in
absolute value) toward the specimen bottom edge can be observed
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in both maps. Both methods could also detect that the displace-
ment fronts are distorted by the presence of fibers. Based on the
difference in the variation range of the maps, one can conclude that
DIC correctly recognizes that higher displacement occurs in the
horizontal direction than in the vertical one. It needs to be noted
that the vertical displacements would have been much larger than
the horizontal ones if the rigid body displacement of the study
zone (bending deflection) had been added.

3.2. Strain analysis

The horizontal and vertical mean strains, calculated from DIC
data, are 0.0091 and —0.0049, and from FEA analysis, are 0.0090
and —0.0049, respectively, which is expected, as the boundary dis-
placement conditions for FEA are derived from DIC measurements.
The full-filed strain analysis through the uDIC methodology, as it
was discussed in Section 2.3, suffers measurement and microscopy
errors, which appear as noises in the results. Assuming a linear
response of the study zone in the elastic region, a technique to fil-
ter out the random noises is applying time (or average applied
strain)-dependent linear regression of the strain values at each
point of resulting strain fields, and accepting the result of the
regression as the filtered strain values. This smoothing technique
is proposed and described in [4]. All of the DIC-resulting strains
in this study, from now on, are reported after applying the linear
regression filtering. A few time steps were identified as outliers
through the filtering and they are excluded from the analysis.
The influence of the filtering procedure on the correct representa-
tion of the strain map features (like strain concentrations) and an
illustration of the time-dependent strain regression is discussed
at end of this section.

Fig. 5a and c respectively represents ey and ey, components of
DIC-resulting strain. The strain maps demonstrate that the DIC
analysis could isolate the fiber strain from the matrix strain. This
is expected as the elastic deformation of fibers is much smaller
than that of the matrix. However, some spurious high strain con-
centrations can be observed inside fibers. With these spurious
strains, some small regions on fibers appear to be under compres-
sion in the horizontal direction, and under tension in the vertical
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Fig. 5. Strain maps measured by DIC (a: horizontal, c: vertical) and predicted by FEA (b: horizontal, d: vertical). Numbered arrows show the similarly detected strain

concentrations.

direction. This, as discussed in Section 2.3, is a microscopy artifact,
resulting from high charging effect occurring on fibers, which can
distort the DIC results. In order to diminish the significance of
these spurious strains, the lower limit of the color legend in ey
strain map is increased to —0.0040, and the upper limit of the color
legend in ey, strain map is reduced to 0.0050 (according to the FEA
strain maps, Fig. 5b and d). Consequently, the spurious strains fall
out of the ranges.

The ey« map (Fig. 5a) holds larger difference in strain fields of
fibers and matrix than ey, (Fig. 5c). The absolute value of local
strains is also higher in the exx map. This is because the examined
area is mainly loaded in the x-direction. This leads to higher defor-
mation of the matrix in the x-direction than in the y-direction. In
combination with a very small deformation in the fibers, this cre-
ates a larger difference between ey, strains in the fibers and matrix.
The higher deformation in the x-direction can be concluded from
the mean strain values as well. The e, map also reveals illustrative
data about the mode of loading. As it is clear in Fig. 5a, the strain is
positive almost all over the matrix, meaning that DIC could accu-
rately recognize the tensile loading in the x-direction, on the study
zone. On the other hand, values of ey, (Fig. 5¢) are mainly negative
in the matrix, thus indicating compression in the y-direction. This
confirms that puDIC could correctly assess the Poisson’s effect and
validate that the area is, in general, expanding in the x-direction
and shrinking in the y-direction. The edges of the fibers are not
exactly identified through the strain fields, particularly for ey,
(Fig. 5a). In addition to the false strains on fibers, the reason can
be displacement averaging over subsets [33] and/or strain smooth-
ing over filters in DIC. Taking into account these operations, DIC
has a difficulty to detect small-scale strain concentrations as well
as strains at the interface between phases with high mismatch in
elastic properties [25].

Now, the DIC-measured strain maps are compared with
FEA-predicted maps. In order to allow this comparison, the upper
legend limit of the horizontal strain map and the lower legend
limit of the vertical strain map, resulting from FEA, are restricted
to those from the DIC data in Fig. 5. The values that fall outside this
range are colored in gray and black for highest positive and

negative strains, respectively. The difference in the legend range,
as discussed in the previous paragraph, is mostly because DIC
could hardly detect small-scale strain concentrations, particularly
in between touching fibers. These strain concentrations would
not have been captured either if elements in the FE model had been
much larger.

The FEA strain maps (Fig. 5b and d) confirm most of the obser-
vations in the DIC maps. As can be noticed in Fig. 5b, the x--
direction strain is high between adjacent fibers, nearly aligned in
the x-direction, and the highest between almost-touching fibers
that correlates to what is called the shortest interfiber distance in
the loading direction in [34]. Comparing the x-direction strain maps
from DIC and FEA (Fig. 5a and b), both have detected a strain
concentration region (Arrow 1) between two adjacent fibers in
the x-direction. It seems that the other strain concentration areas
between adjacent fibers, visible in Fig. 5b, could not be identified
by DIC due to the small areas they occupy. Moreover, the strain
map of FEA looks more uniform in each phase than that of DIC.
This, as was explained, relates mainly to microscopy errors. Simi-
larly, in y-direction strain maps from both DIC and FEA
(Fig. 5¢ and d), fibers are well recognized as blue features with
almost no deformation. The ey, strain map from DIC (Fig. 5c) could
distinguish most of the strain concentrations detected by FEA map
(Fig. 5d), even in between very close fibers. One of them is pointed
on both maps (Arrow 2) as an example.

Although in ideal tension conditions, no shear strain is
expected, at a microscopic window of a heterogeneous material,
local shear strains may appear. The shear maps from DIC and FEA
of a small window in the study zone are illustrated in
Fig. 6a and b. Both maps show nearly no strain for the fibers. The
strain concentrations, captured by FEA, are nicely identified by
DIC as well. The difference in the maps is the magnitude of the
local strains. It seems that DIC could find the location of high-
level concentrations, but has problems in measuring their exact
value. This also might be due to the strain smoothing.

Fig. 7b and e shows profiles of ey, and ey, along a 65-um path,
named a, shown on the corresponding maps (Fig. 7a and d).
Comparing with FEA strain profiles along the same path, DIC could
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Fig. 6. Shear strain maps in the study zone, measured by (a) DIC and predicted by
(b) FEA.

estimate the high strain in the matrix and distinguish the inter-
secting fiber on the path. This analysis is carried out for another
path, named b, which goes across the strain maps and intersects
five fibers, some of them almost touching (Fig. 7a and d). It can
be observed that both horizontal and vertical strain profiles could
detect all of the fibers, holding strains close to zero. The strain
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along the same section is also predicted by FEA. The DIC plots
are in a general agreement with the FEA plot, and show pDIC
ability in identifying features as small as few microns. However,
a few differences are observed between DIC and FEA plots. Some
of the fiber/matrix interfaces could not be accurately distinguished
by DIC, especially in horizontal strain. Furthermore, the small-scale
strain concentrations measured by DIC are not as high as those
predicted by FEA. These two differences, as was already discussed,
are a consequence of the displacement averaging and strain
smoothing. The other difference is the noise in the strain, in partic-
ular on the fibers, which is mostly resulted from microscopy
imperfections, as explained earlier.

In order to explore the validity of the strain measurements for a
detected feature in the strain maps, the change of local strain in
that feature against average strain in the study zone can be plotted.
The average strain for each step is calculated through linearly fit-
ting the measured average strains of all the 59 steps. Assuming
elastic deformation, if the local strain is (almost) linearly increased,
the feature is correctly detected. On the other hand, if the change in
strain is random, the measurement noise is significant on that
feature. This analysis is performed for horizontal strain at different
locations, displayed in Fig. 7a, and the plots are shown in Fig. 8. It is
clear that the point with moderate local strain in the matrix (Point
1) and the point in the strain concentration (Point 2) have a valid
(linear) strain history, while the measurement for the point on
the fiber (Point 3) are greatly violated by analysis error. The
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Fig. 7. Horizontal (a-c) and vertical (d-f) strain maps and strains along paths a and b (shown on the corresponding strain maps) measured by DIC and predicted by FEA.
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Fig. 8. Horizontal local strain in different locations (indicated in Fig. 7a by arrows)
with different strain histories.

coefficient of determination values (R squared) for the linear fitting
of local strains in Point 1, Point 2, and Point 3 are 0.8702, 0.9688,
and 0.0767, respectively. The very low R squared value for Point
3 confirms that the high local strains measured on fibers are arti-
facts. The slope of the regression line can be negative for an anal-
ogous point with high microscopy error on the fibers, resulting in
a negative horizontal strain in the filtered strain map for that point.
Moreover, the comparison of the values for Point 1 and Point 2 indi-
cates that analysis errors become less significant for matrix areas
with higher local strains. It can be concluded that the analysis of
the local strain history of each point seems to be a simple, but effi-
cient technique for assessing the validity of DIC-resulting strains.

4. Conclusions

Micro-scale strain maps of a deforming composite, using digital
image correlation, are investigated. The quality of the nano-scale
speckle pattern is found to influence the accuracy of puDIC results.
Areas free of speckles lead to larger errors in the correlation pro-
cess. The speckle pattern and pDIC parameters are successfully
optimized. For validity assessment of the uDIC results, anticipated
errors, arising from correlation process and microscopy imperfec-
tions are evaluated. The random noise in resulting strain is reduced
using a linear regression filter. Furthermore, by means of the
regression analysis of local strain history of each point, a straight-
forward technique for evaluating the reliability of DIC results in the
elastic regime is presented. Comparison with predicted displace-
ment and strain results reveals a good agreement between puDIC
and FEA maps. pDIC could detect strain concentrations even in
between closely located fibers. However, due to averaging and
smoothing in DIC, it has difficulty in measuring small-scale con-
centrations. The difficulty exists also in identifying areas of sudden
changes in strain, e.g. fiber/matrix interfaces.

In order to achieve more accurate strain maps, further improve-
ments are needed. Firstly, efforts are needed to reduce the effect of
microscopy artifacts in consecutive micrographs. Secondly, a DIC
algorithm, optimized for analysis of heterogeneous materials, will
greatly help. In general, the puDIC methodology in this study
showed a potential for real-time micro-scale analysis of deforma-
tion in fiber-reinforced composites.
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