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To Transmit or Not to Transmit? Distributed Queueing
Games in Infrastructureless Wireless Networks
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Abstract—We study distributed queueing games in interfer-
ence-limited wireless networks. We formulate the throughput
maximization problem via distributed selection of users' trans-
mission thresholds as a Nash Equilibrium Problem (NEP). We
first focus on the solution analysis of the NEP and derive sufficient
conditions for the existence and uniqueness of a Nash Equilibrium
(NE). Then, we develop a general best-response-based algorithmic
framework wherein the users can explicitly choose the degree
of desired cooperation and signaling, converging to different
types of solutions, namely: 1) a NE of the NEP when there is
no cooperation among users and 2) a stationary point of the
Network Utility Maximization (NUM) problem associated with
the NEP, when some cooperation among the users in the form of
(pricing) message passing is allowed. Finally, as a benchmark, we
design a globally optimal but centralized solution method for the
nonconvex NUM problem. Our experiments show that in many
scenarios the sum-throughput at the NE of the NEP is very close
to the global optimum of the NUM problem, which validates our
noncooperative and distributed approach.When the gap of the NE
from the global optimality is non negligible (e.g., in the presence
of “high” coupling among users), exploiting cooperation among
the users in the form of pricing enhances the system performance.
Index Terms—Decentralized control, interference limited wire-

less networks, queueing games, successive convex approximation..

I. INTRODUCTION

Q UEUEING theory [2], [3] has served as a fundamental
analytical tool to model and understand the behavior
of computer networks and other complex systems. A

common assumption underlying queuing theory is that arrivals
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1In this work we do not consider closed queueing networks, where packets
do not enter the network from outside or depart the network ([4, ch. 7]).

are the product of exogenous factors.1 Therefore, the traffic
arriving at a queue does not depend on interactions between
different users in the network. Typical approaches rely then
on describing inputs as a stochastic process representing ei-
ther the number of arrivals during a time interval or the time
interval between successive arrivals. As a consequence, most
existing queueing theoretical results observe and model the
performance of a system without providing tools to design
cross-layer algorithms and control strategies that bring queuing
dynamics in the decision process.
On the other hand, in recent years, distributed optimization

and game theoretic techniques have been extensively applied to
model and design interactions of decision-makers in distributed
networking problems [5]–[10]. However, usually existing
(game theoretic) approaches ignore the queueing dynamics in
networked systems. This is not without a reason. In fact, in
distributed wireless networks (e.g., mobile ad hoc, vehicular,
sensor networks) with no predetermined access scheme, users
typically compete to access the available spectrum thus creating
interference to each other. The resulting (time-varying, fre-
quency- and location-dependent) coupling in the transmission
strategies makes the formulation and analysis of the distributed
queueing resource allocation problem a complicated and, to the
best of our knowledge, unexplored design.
This paper aims at bridging this gap. We consider a queueing

interference-limited wireless network wherein users share a
common portion of the wireless spectrum (divided into fre-
quency-orthogonal channels). When a new packet arrives, each
user decides whether to enqueue the packet, or to transmit it
to its destination. Clearly, the decision of each user affects all
others. If a node decides to transmit, it generates interference to
other users, thus potentially reducing their packet transmission
success rate. On the other hand, if the user enqueues the packet,
it increases its queuing delay and therefore the probability of
dropping packets because of violating a maximum delay dead-
line. The question that arises is then how to design distributed
algorithms to decide whether to enqueue or transmit in order
to achieve high network throughput.
Main contributions. In this paper, we attack the distributed
optimization of users transmission thresholds in queueing
networks from two different but complementary perspectives,
namely: a user-oriented noncooperative optimization and a
holistic-based cooperative design. More specifically, in the
first approach, we formulate the aforementioned optimization
as a Nash Equilibrium Problem (NEP) wherein the users
(the players of the game) choose the optimal transmission
threshold to maximize their own throughput: Each user decides
to transmit if its “best” instantaneous frequency channel is
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above the optimal threshold value, and enqueue otherwise. The
optimal threshold policy of each user depends on the choices of
the other users through the multi-user interference. Building on
the variational inequality (VI) framework [11], [12] we study
the existence and uniqueness of a Nash equilibrium (NE) of
the NEP. We then focus on distributed (possibly asynchronous)
best-response algorithms solving the game, and derive suf-
ficient conditions guaranteeing their convergence to the NE.
Convergence conditions have an intuitive interpretation with
significant practical consequences: the algorithm always con-
verges to an equilibrium whenever: 1) the network is highly
congested (high values of offered traffic); 2) applications are
delay insensitive (i.e., high maximum queueing delay); and 3)
the level of interference in the network is not “too high.”
The second method we propose consists in formulating the

threshold optimization problem as a Network Utility Maximiza-
tion (NUM), where one maximizes the sum-throughput of the
users with respect to the transmission thresholds. To cope with
the nonconvexity of the NUM formulation, we build on recent
successive convex approximation techniques [13], and propose
a distributed pricing-based algorithm that converges to a sta-
tionary solution of the NUM while requiring only limited sig-
naling (in the form of message passing) among the users. This
second approach and algorithm is more suitable in “collabora-
tive” contexts, where users are willing to exchange some infor-
mation (albeit limited) in favor of better performance.
Overall, the two algorithms above complement each other

in that they can be interpreted as two instances of a unified al-
gorithmic framework: the users solve distributively a sequence
of (strongly) convex problems whose objective function is
chosen according to the desired level of cooperation and sig-
naling, converging consequently to different types of solutions,
namely: 1) a NE of the NEP or 2) a local optimal solution of
the NUM. Given the two proposed approaches, noncooperative
(game theoretical formulation) versus cooperative (NUM opti-
mization via pricing), the following questions arise naturally:
how does the sum-throughput corresponding to the solutions in
1) and 2) compare? How good are those solutions with respect
to the globally optimal one of the NUM?
To address these questions, we develop a globally optimal

but centralized solution methods for the NUM formulation; the
scheme is based on a combination of the branch and bound and
convex relaxation techniques. We then use it to benchmark the
performance of the proposed noncooperative and cooperative
distributed algorithms. Our experiments show that the two ap-
proaches, game theoretical and NUM formulations complement
each other well: the NE leads to a sum-throughput that is very
close to the globally optimal solution of the NUM problem, in
many practical scenarios. The performance gap, when present
(e.g., in high interference regimes), can be reduced allowing
some cooperation among the users in the form of pricing.
In summary the main contributions of the paper are given

here.
• We formulate the distributed selection problem of trans-
mission thresholds in a queuing wireless network as NEP
and propose distributed (possibly asynchronous) algo-
rithms converging to the NE of the NEP.

• We consider the NUM problem associated to the NEP for-
mulation and design a pricing-based distributed algorithm
converging to its local optimal solutions.

• We develop a global solution method for the NUM and
benchmark the performance of the proposed cooperative
and noncooperative solution methods.

The remainder of this paper is organized as follows.
Section II reviews the related work; the system model is
described in Section III. Section IV introduces the queueing
NEP along with its analysis and design of distributed solution
algorithms. The NUM formulation is introduced in Section V,
along with our pricing-based and global solution methods. Nu-
merical results are presented in Section VI, where we compare
the performance of all the algorithms introduced in the paper.
Finally, Section VII draws some conclusions.

II. RELATED WORK

There exists a sizable body of research on queueing-based
wireless networks, including queueing in: 1) cellular networks
[14], [15]; 2) wireless sensor and ad hoc networks [16]–[18];
and 3) cognitive radio networks [19]–[22]. However, to the
date, the distributed optimization of users' decision variables
(e.g., transmit power, rate allocation, or precoding matrices)
over queueing networks based only on local state information
remains a difficult and open problem. Good examples of efforts
in this direction are [16], [23]–[31] (see also references therein).
In these works, the authors designed distributed link scheduling
or power control algorithms considering: 1) contention-based
interference models [28], [29]; 2) deterministic interference
models [16], [24]; or 3) static channel/interference models
[25]. Partially distributed queueing schemes for networks with
centralized controllers were considered in [30], [31].
Noncooperative game theory has been widely used in the

literature to devise distributed decision strategies in wireless
networks [5]–[12], [32]–[34]. For example, a game theoretical
approach for the linear precoding design of interfering users
in a wireless ad-hoc network has been proposed in [9], [10],
[32]; [33] extends the design to cognitive radio networks; and
in [11], [12], building on the advanced theory of variational
inequalities (VIs), the authors developed a unified (asyn-
chronous) best-response-based algorithmic framework for the
solution of arbitrary NEPs along with many applications in
communications and networking. None of these contributions
however has considered queuing dynamics. Game theory has
been also applied to wireless networks for queueing analysis
[19], [35]–[38]. For example, the work in [35] formulated a
multi-class queueing game to study differentiated services;
in [36], the authors studied throughput–delay tradeoffs by
formulating a M/M/1 queueing game; a dynamic pricing game
for uplink wireless random access was introduced in [37]; and
[38] formulated the problem of energy management in “sparse”
distributed aloha networks as a stochastic evolutionary game.
Differently from the aforementioned works, in this paper we

consider: 1) a decentralized wireless networks with arbitrarily
user density; 2) a more realistic physical interference model
(based on stochastic geometry theory) that captures explicitly
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the fluctuations of the wireless channel; and 3) distributed de-
sign of queueing-based interference-limited wireless networks
in the aforementioned general setting. To the best of our knowl-
edge, this is the first work merging game-theoretic results with
queueing, stochastic interference effects, and distributed control
in wireless networks.

III. SYSTEM MODEL

We consider a set of traffic sessions sharing the same spec-
trum. For each session, say , a source-destination pair
is identified. Each destination is assumed to be reachable via
one-hop by its source node. The spectrum available for commu-
nications is divided into a set of frequency channels, whereas
the transmission time is divided into consecutive time slots. In
each time slot, each backlogged source node can either transmit
to its destination by selecting a frequency within or be silent
and enqueue any new packets in its buffer. The proposed model
is sufficiently general to subsume several wireless networks,
such as: 1) multi-hop wireless ad-hoc networks wherein trans-
missions are scheduled by a given link scheduling algorithm; 2)
interfering multi-cell cellular systems wherein concurrent trans-
missions scheduled by the base stations (BSs) occur; and 3) de-
vice-to-device (D2D) communications in the envisioned 5G cel-
lular networks [39], just to name a few.
We consider a threshold-based transmission policy, according

to which each user : 1) selects the frequency channel with
the best channel gain, say , and 2) transmits a packet to its
destination over if the corresponding channel gain is higher
than a threshold , and does not transmit otherwise. Each user
dynamically (and selfishly) adjusts its in order to maximize
its expected throughput. High values of lead to low transmis-
sion error rates (due to the good quality of the channels), but also
reduces opportunities for a node to transmit. This may result in
a large queueing delay, and consequently in a high probability
that a packet exceed the maximum queueing delay and then be
dropped at the receiver side. Conversely, low threshold values
are expected to lead to a high transmission error rate, but low
packet dropping rate. We show in the next section how to opti-
mize the thresholds 's to exploit the optimal tradeoff between
transmission and queueing.2
Channel model. Let denote the channel transfer gain at fre-
quency of user between its source and des-
tination nodes; can be written as , where
represents the square root of path loss and is the channel
fading coefficient. Considering a nonsingular path loss model,3
then we have where is the distance [m]
between the transmitter and the receiver of user , and rep-
resents the path loss factor. We assume a block fading channel
model, where each is Rayleigh distributed (the model can

2Other physical- and MAC-layer functions can also be taken into considera-
tion in the queueing game, including power control, Automatic Repeat-reQuest
(ARQ), among others. This will result in queueing games with multiple strategy
variables for each user. In this work, we focus on optimizing the transmission
threshold to keep the theoretical modeling and analysis tractable.

3In the nonsingular path loss model, the path loss tends to one as propagation
distance tends to zero, whereas in singular path model, the path loss tends to
infinity [40].

also be extended to other fading channels, e.g., Rician and Nak-
agami), with parameter , i.e.,

(1)

Threshold policy. Similar to [41], [42], we adopt a threshold-
based policy. Let be the channel fading threshold for
user and let be the best frequency channel, i.e.,

. Then, according to the threshold policy, user

chooses to transmit a packet over channel if and
to queue otherwise. Then, according to (1), the probability that

is lower than the threshold can be expressed as

(2)

The probability that user transmits a packet during a
time slot, denoted as , is then

(3)

where represents the cardinality of the set .
Queueing model. Let denote the number of time slots that
it takes for node to transmit a packet. The probability
density function (pdf) of is

(4)

The expected value of , denoted by , can be represented
as .
To keep our analysis tractable, we approximate the pdf in

(4) using an exponential distribution having the same first-order
moment of the original pdf. Denoting by the parameter
of the exponential distribution function associated with user
, the pdf approximating (4) is

(5)

where , with defined in (3). The ac-
curacy of the approximated pdf is verified in Fig. 1, where the
numerical results show that (5) fits very well the original pdf in
(4).
Assuming that the packet arrival rate at each node

follows a Poisson distribution with average rate , the queue
at node can bemodeled as anM/M/1 queue, based on the
approximation in (5). Denoting by the maximum queuing
delay for user , the packet loss probability of user
caused by exceeding themaximum queueing delay , denoted
by , is

(6)

where is the time duration of a time slot. Since in
(6) can not be greater than 1, it must be

(7)
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Fig. 1. Approximate the pdf of in (4) using exponential distribution
function.

with defined in (3). This leads to the following
upper bound on :

(8)

with

(9)

Interferencemodel. If multiple users select the same frequency
channel, they will interfere with each other. Letting be the
threshold on the signal-to-noise-plus-interference ratio (SINR)

above which a packet can be correctly decoded at a receiver,
then the probability that a transmission error occurs for user

is

(10)

where is the transmission power of user is
the power of the Gaussian noise, and represents the
interference at the destination node of user on the carrier
, which depends on the transmission thresholds of all the other

users, i.e., . In (10), the channel fading
follows a Rayleigh distribution [cf. (1)] and takes values in

, where is the transmission threshold of user . The
interference in (10) can be then expressed as

(11)

where and represent the path loss and the square
of channel fading between the source node and the
destination node , respectively; the value of is
equal to one if user transmits, and zero otherwise. Therefore,
the aggregate interference measured at the receiver node of user
depends on: 1) the locations of the source nodes of all other

sessions; 2) whether each source transmits or not; and 3) which
channel each source uses for transmission.
We model the distribution of in (11) following a

classical stochastic geometry approach [43]. More specifically,
the node distribution in the network is assumed to follow a bidi-
mensional Poisson Point Process (PPP). This is a well-accepted
model of static ad-hoc networks with random deployment as
well as networks with moving users. In this setting, the pdf of

in (11) is the Gamma distribution function , i.e.,

(12)

where and are the shaping parameters of
the Gamma function, and both are functions of (see
Appendix A for the explicit functional expressions), and
in (12) is given by

(13)

Let be the complementary cumulative distribu-
tion function of . Then, according to (12),
can be written as

(14)

where is defined in (13), and

is the incomplete gamma function
given by

(15)

Under the above assumptions, the packet loss probability is
given by

(16)

with defined in (14), and .
Expected throughput.Using the expressions of the packet loss
probability and the transmission error rate of
user as given in (6) and (16), respectively, we can now intro-
duce the overall loss rate and the expected throughput

of each user , given by

(17)

(18)
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where is the average incoming packet rate of user . Note
that is a function of through and .
We now approximate the throughput in (18) by ne-

glecting the second-order term , which is ac-
ceptable when the overall packet loss rate is low or moderate.
For example, if and (which are
still very high values), the overall packet loss rate is 0.19 and
the approximation is 0.20. The resulting approximation error is
only 0.01. The approximation error is 0.1 when and

take a value of 0.2. Based on the approximation, the
throughput of user can be simplified as

(19)

IV. DISTRIBUTED DESIGN VIA GAME THEORY
Aiming at finding distributed low-complex algorithms for the

network design, in this section, we cast the joint optimization
of the channel thresholds into a game theoretical formulation,
where the users are able to self-enforce the negotiated agree-
ments on use of the available spectrum without the intervention
of a centralized authority. More specifically, we consider a NEP
wherein players are the users and the payoff function of each
user is the achievable throughput ; each player
competes against the others by choosing the channel threshold

that maximizes , i.e.,

(20)

where is the upper bound of as given in (9), is a
given lower bound (we discuss shortly how to choose this lower
bound), and with denotes the joint

strategy set of the game. We will refer to the game (20) as .
Definition 1 (Nash Equilibrium): A channel fading threshold

vector is a NE of if

(21)

In words, at a NE of the game no user has incentive to modify
its channel fading threshold, given the optimal threshold values
of the other users. Note that a NEP may not have a NE, even
if the single user optimization problems have a unique solution.
The solution analysis of the game is given in the following
theorem.
Theorem 1 (Existence of NE): Given the NEP , suppose that

for all , where is the Rayleigh fading
factor. Then, the NEP has a NE.

Proof: The core of the proof is to show that the payoff
function of each user, i.e., , is concave with respect to its
own transmission threshold , see Appendix B.
According to Theorem 1, a NE always exists if for

all . Quite interestingly, this condition has a practical in-
terpretation/implication. Based on the Rayleigh fading distribu-
tion (1), in a single-channel network, user transmits a packet
in a given time-slot with probability around 0.6 if it chooses

a threshold . This probability increases to 0.975 when
there are four frequency channels. In practical wireless networks
(e.g., IEEE 802.11 based wireless networks [44]), the available
frequency channels is much larger than 4, implying that the cor-
responding user's transmission probability is very close to 1,
which is equivalent to setting to zero. Therefore, in the fol-
lowing and without loss of generality we set for all

.

A. Distributed Best-Response Algorithms
We focus now on distributed algorithms to compute a NE of

the game . We consider the class of best-response Jacobi iter-
ative schemes: at each iteration, all the users solve in parallel
their own optimization problems (20) (given the strategy pro-
file of the others at the previous iteration). Extensions to totally
asynchronous (in the sense of [10], [11]) are also considered.
The formal description of the algorithm is given in Algorithm
1, and its convergence properties are stated in Theorem 2.

Algorithm 1: Jacobi Best-response Algorithm

Data: . Set .

(S.1): If satisfies a suitable termination criterion:
STOP;

(S.2): For all , compute in parallel

(22)

(S.3): and go to (S.1).

Theorem 2: Given the game in the setting of Theorem 1,
suppose that the following conditions are satisfied:

(23)

Then, the sequence generated by Algorithm 1 converges to the
unique NE of the game.

Proof: The theorem can be proven by constructing an
auxiliary matrix and verifying its P-matrix prop-
erty based on the recent results in ([11], Proposition 3). See
Appendix C for details.
On the convergence condition. Interestingly, convergence
conditions (23) have an intuitive interpretation, as described
next. The explicit computation of the derivatives in (23) (see
Appendix B) leads to the following inequality

(24)

where is defined in (45) (cf. Appendix B) and is a
positive constant whose explicit expression is irrelevant for our
discussion; and is upper bounded for all .
Based on (24), sufficient conditions in (23) are satisfied in the
following scenarios.
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Congestion-dominated wireless network. This setting corre-
sponds to large incoming average packet rates . Indeed,
the left-hand side of (23) monotonically increases with ,
implying that condition (23) tends to be satisfied in networks
with large , where the users tend to choose low transmission
thresholds (they transmit more often to avoid high packet
loss rate due to exceeding the the maximum queueing delay

).
Loosely coupled interference. This corresponds to sparse wire-
less networks (e.g., due to low density of nodes or large number
of available channels). In this setting, the right-hand side of
(23) tends to be “very small” (cf. Appendix B), and as a result
the convergence condition is satisfied.
Delay-insensitive wireless networks. In this setting, we have
“large” maximum tolerable queueing delays . Indeed, when

s are “large”, the left-hand side of (23) tends to be “large”
too (cf. Appendix B), and consequently this makes the conver-
gence conditions more likely to be satisfied. In this scenario,
each user will choose to enqueue its data more often and
transmit only when its channel quality is very good, resulting
in low generated interference.
Implementation issue. To compute the optimal solution of its
optimization problem, every user needs to estimate the param-
eters and , which are both functions on .
Interestingly, this can be done locally without any exchange of
information among the users. Indeed, each user only needs
to measure at his receiver the interference experienced in a
number of consecutive time slots and use it to estimate the mean
and the variance of the interference. Given these estimates, he
can then use (43) and (44) given in Appendix A to obtain the
desired expressions of and .
Asynchronous updates. Note that the convergence conditions
(23) do not depend on the specific updating order performed by
the users. In fact, one can prove (see [12]) that these conditions
guarantee also convergence of best-response algorithms under
totally asynchronous updates of the player strategies (in the
sense of [12]). In such asynchronous schemes, some users
may change their strategies more frequently than the others
(e.g., at random times) and they may even use an outdated
information of the other users strategies, without affecting the
convergence of the algorithm. It turns out that instances of the
aforementioned asynchronous framework are robust against
missing or outdated updates of the users. This feature strongly
relaxes the constraints on the network synchronization; which
makes the proposed class of algorithms truly appealing in many
practical scenarios.

V. NUM-BASED DESIGN

Here, we focus on a complementary approach to the non-
cooperative NEP formulation; we cast the system design into
a NUM problem wherein the users cooperate to maximize the
sum-throughput in the network. More formally, we have the fol-
lowing:

(25)

The above optimization problem is nonconvex. In what follows,
wewill exploit the structure of (25) and, building on some recent
SCA techniques introduced in [13], [45], we develop a fast (al-
most) distributed pricing-based algorithm converging to a local
optimal solution of (25) (cf. Section V-A).4 As benchmark, we
then focus on global solution but centralized schemes for (25)
(cf. Section V-B).

A. SCA Pricing-Based Algorithm
Traditionally nonconvex optimization problems in the form

(25) have been tackled using gradient-based algorithms (when
the goal is to compute local optimal solutions via low-com-
plexity methods), which solve a sequence of convex problems
where the social function is replaced by its first (or second)
order Taylor approximation. Because of that, however, those
methods suffer from slow convergence. A faster still parallel
algorithm can be obtained building on the idea introduced re-
cently in [13]: since each is concave in for
any given (in the setting of Theorem 1), one can convexify
only the nonconcave part in , which is ,
and solve the sequence of resulting optimization problems, one
for each user. Since such a procedure preserves some structure
of the sum-utility function, it is expected to be faster than stan-
dard gradient-based algorithms while keeping the same parallel
and distributed nature, a fact that is supported by our numerical
experiments (see Section VI). We provide a formal description
of the proposed SCA algorithm next.
Given the users' strategy profile , let us define for each user
the pricing quantity as

(26)

which represents the linearization of the nonconcave part of
with respect to . We can then introduce the following

best-response dynamic for each user : given the users' strategy
profile at iteration , let

(27)

where is any arbitrary positive constant. Note that under the
setting of Theorem 1, each optimization problem (27) is strongly
convex and thus , the unique solution of (27), is well
defined.
We are now ready to introduce the proposed pricing-based al-

gorithm, which roughly speaking consists in solving in parallel
the subproblems (27), starting from a feasible . The formal
description of the algorithm is given in Algorithm 2, where in
Step 3 we also allow the use of a memory in the update of the
threshold variables; the convergence properties of the algorithm
are stated in Theorem 3, whose proof follows from Theorem 1
and ([13], Theorem 1) and thus is omitted.

4Different SCA schemes have also been proposed to solve nonconvex opti-
mization problems, including [46]–[50]. The schemes in these papers focus on
utility functions that are convex in some optimization variables and concave
in the others, and hence can not be applied to our problem where the sum-rate
utility function does not have such a convex-concave structure.
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Algorithm 2: Pricing Jacobi Algorithm

Data: . Set .

(S.1): If satisfies a suitable termination criterion:
STOP;

(S.2): For all , compute in parallel [cf.
(27)];

(S.3): Set , for all
;

(S.4): and go to (S.1).

Theorem 3: Given the NUM problem (25) under the set-
ting of Theorem 1, suppose that the step-size sequence is
chosen so that

and (28)

Then, either Algorithm 2 converges in a finite number of itera-
tions to a stationary solution of the social problem, or every limit
point of the sequence (at least one of such points exists) is
a stationary solution of the social problem. Moreover, none of
such points is a local minimum of the social function.
On Algorithm 2. The algorithm implements in a distributed
way a pricing mechanism; each user maximizes iteratively its
own rate minus a pricing term that measures somehow the mar-
ginal increase of the sum-utility of the other users due to a vari-
ation of the strategy of user . Roughly speaking, the pricing
works like a punishment imposed to each user for being too
aggressive in choosing its own strategy and thus “hurting” the
other users. In fact, the presence of this pricing is what drives
the system toward a stationary point of the NUM problem rather
than a NE of the game (which happens instead when
for all , see Algorithm 1). Differently from Algorithm 1, Algo-
rithm 2 is however not incentive compatible, in the sense that the
users need to reach an agreement in following the best-response
dynamics (27); therefore it has to be imposed as network pro-
tocol. Moreover, some signaling among the users is required to
compute locally at each iterations the prices . However,
Algorithm 2 convergences under consistently milder conditions
on the network parameters that those required by Algorithm 1
(Theorem 2 versus Theorem 3), at the price of more (albeit lim-
ited) signaling.
As a final remark, note that conditions on the choice of the

step-size sequence as in (28) are relatively weak; for in-
stance all the step-size rules using in diminishing gradient-like
schemes can be used here. In our experiments we observed that
two effective rules are [13]: given , we have

(29)

(30)

where and are given constants such
that .

B. Global Solution Centralized Method
Here, we address the issue of quantifying how good are

the solutions obtained by Algorithms 1 and 2 in terms of
sum-throughput. To provide an answer to this question, we
develop a global solution method for the NUM problem (25)
that is based on a combination of the Branch-and-Bound (BB)
framework and convex relaxation techniques [51].
Algorithm design. Define as the globally optimal
sum-throughput objective value of (25), i.e.,

(31)

and denote as the optimal transmission profile corre-
sponding to . Then, given the accuracy , the pro-
posed algorithm seeks an -optimal solution, i.e., a feasible pro-
file such that .
Let be the power set of the feasible set of (25). The

proposed algorithm generates a partition
of , where is obtained using the

subroutine (a suitable variable partition procedure)
described later on. For any , we compute local upper
and lower bounds of the sum-throughput over
, solving convex subproblems; is obtained solving

a convex optimization problem in , whereas
is computed as described in . Then, a global upper

and lower bound over can be main-
tained as

(32)

(33)

respectively. A formal description of the algorithm is given in
Algorithm 3, where subroutines and
are described below.

Algorithm 3: Globally Optimal Solution Algorithm

Data: ; set ,
and .

(S.1): Calculate using ;

Calculate using ;

Set .

(S.2): if , STOP;

(S.3): Select and partition it into and
using .

(S.4): For ,

Calculate using ;

Calculate using ;

Set

if , set

.

(S.5): Set ; go to (S.2).
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Convex Relaxation :

(34)

where with being the
range of transmission threshold given current sub-domain

.
Remark: The rationale behind the relaxation is as follows. To

relax the objective function in (25) to be convex, we only need
to relax the individual utility function of each user. Based on the
proof of Theorem 1, it can be proven that (which rep-
resents the packet loss rate of user caused by exceeding
themaximum delay time ) is a convex function of . There-
fore, we only need to relax the term
in (18) to be convex. For this purpose, we adopt a simple but
effective relaxation method, observing that i) mono-
tonically increases with , and ii) monotonically de-
creases with . Then, given obtained by
solving the convex optimization in (34) provides a suitable re-
laxation of the original sum-throughput objective function. De-
note the solution of the relaxed maximization problem (34) as

.
Local Search :

(35)

Variable Partition :

(36)

(37)

(38)

with

(39)

Fig. 2. Convergence of Algorithm 1. Achievable throughput (top) and average
Rayleigh fading threshold (bottom) versus iterations.

Remark: Here, we select sub-domain corre-
sponding to the largest local upper bound, and then partition the
variable in it with the largest range from the middle;
represents the range of variable for each .
Example. In the first iteration with the initial partition

, the two global bounds are set to
and , respectively. The algorithm then par-
titions into two sub-domains with , and for
them each the algorithm calculates two local bounds
and . Then, if , this implies that it
is impossible for the globally optimal transmission profile
to be located in , and hence can be removed from the
partition and hence will not be partitioned any more
in the following iterations. Finally, the algorithm updates the
global upper and lower bounds as

(40)

(41)

respectively.
Remark: The complexity of Algorithm 3, in terms of the

total number of iterations required to compute an -optimal so-
lution, depends on the number of users, maximum transmis-
sion power of each user, and also on the optimality precision.
We observed through experiments that Algorithm 3 converges
very fast (within a couple of seconds of runtime on Dell Op-
tiplex 9020M with Intel Core(TM) i7-4785T CPU@2.20 GHz
and 16.0 GB RAM) for wireless networks with less than 10
users; while for large networks, e.g., with more than 50 users,
the algorithm converges quite slowly. The situation can be ex-
acerbated if the optimality precision is set to a value very close
to 1 (e.g., 0.999). In the worst case, algorithms designed based
on the branch and bound framework end up with exhaustive
search, i.e., examine all possible combinations of transmission
strategies [52]. The optimality precision can be adjusted to
achieve a tradeoff between solution optimality and computa-
tional complexity.
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Fig. 3. Sum throughput versus the number of users with low level of the offered traffic load: , and with (a) ten, (b) five, and (c) two frequencies.

Fig. 4. Sum throughput versus the number of users with moderate level of the offered traffic load: , and with (a) ten, (b) five, and (c) two frequencies.

VI. PERFORMANCE EVALUATION
System setup.We consider a communication area with size

of 200 200 m . The area is divided into 100 square blocks,
each having a size of 20 20 m . Users are randomly placed
in each block according to a Poisson distribution with different
values of the density parameter . Each transmitter communi-
cates with its intended receiver that is located in an arbitrary
direction with a uniformly distributed random distance between
50 and 100 meters. The path loss factor between any two nodes
is set to , and the Rayleigh fading factor is set to .
The number of frequency channels is varied between 2 and 10.
The SINR threshold to successfully decode a packet is set to
a typical value of 10. The duration of each time slot is set to 5 ms
for all users, leading to a maximum number of user's transmit
packets equal to 200 per second. The average incoming packet
rate, i.e., for user , is varied from 20 to 180 with step
of 20 to inject low, moderate and high traffic loads into the net-
work. The maximum delay time is set to a uniformly distributed
random number between 60 and 100 ms.
We first study the convergence performance of the proposed

best-response based distributed algorithm (Algorithm 1), and
then evaluate its performance in terms of the sum throughput
by comparing it to the global optimum obtained using the cen-
tralized algorithm developed in Section V-B. In the centralized
algorithm, the optimality precision is set to 95%, i.e., the cen-
tralized algorithm achieves greater than or equal to 95% of the
global optimum. A simple “aggressive policy” is also tested
to provide a performance benchmark. Based on the aggressive

policy, each user has a fixed small transmission threshold of
(which is set to as discussed in Section IV-A).

Consequently, in each time slot each user will choose to transmit
a packet as long as there exists one or more channels with co-
efficients greater than , which corresponds a high (hence
aggressive) transmission probability. All results are averaged
over 20 independent channel and topology realizations.
Convergence performance. Convergence of Algorithm 1 is
shown in Fig. 2 for a network with 20 users. In the figure, we plot
the throughput of five randomly selected users and the average
fading threshold of all users versus the iteration number. The
average incoming packet rates are randomly selected from
the interval [20, 60]. We observed that the the proposed algo-
rithm is very fast; in our tests, the desired accuracy is reached in
four-five iterations. This validates our theoretical convergence
analysis.
The algorithm also converges in the case of moderate load

traffics with and in the case of high load traffics
with . The average Rayleigh fading thresholds
corresponding to the above three cases are given in the bottom
of Fig. 2. We observe that, in the case of low traffic load, at
optimality users transmit using a high fading threshold, while
they select a low threshold in the case of high load traffic,
which is in agreement with our analysis in Section IV-A (i.e.,
in a high-congestion network, users choices converge to a low
fading threshold in favor of more transmission opportunities
and hence lower packet dropping rate caused by violations of
the maximum delay constraint).
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Fig. 5. Sum throughput versus the number of users with high level of the offered traffic load: , and with (a) ten, (b) five, and (c) two frequencies.

Fig. 6. Sum throughput versus the level of offered traffic loads in high interference networks where there are (a) 15 and (b) 50 users, respectively, and two
frequencies.

Throughput comparison. Comparison results of the three
transmission schemes in terms of sum throughput are given
in Figs. 3–6 for different numbers of frequencies (namely:
10, 5, and 2, respectively) users (namely: 5, 10, 15, and 50,
respectively).
In Fig. 3, the average packet rate of each user is selected from

[20, 60], which results in a network with low traffic load. We
can see that Algorithm 1 achieves good sum throughput perfor-
mance. For example, Fig. 3(b) shows that an 98.3% of the global
optimum can be achieved in the case of five users and ten fre-
quencies, and at least 82% of the optimum can be achieved with
15 users and 2 frequencies. It can also be seen that the aggres-
sive policy achieves comparable (but lower) throughput only
in the case of five users with ten and five frequencies, while it
achieves a sum throughput much lower than the global optimum
and the proposed best-response algorithm in all other cases.
Good performance of Algorithm 1 are also observed in networks
with moderate and high traffic loads, as shown in Figs. 4 and
5, respectively. For instance, in the worst case scenario corre-
sponding to high traffic load and five frequencies, Algorithm 1
still achieves near 70% of the global optimum, which is almost
the double of what is achievable by the aggressive policy. Ad-
ditionally, in Fig. 5(c) where there are two channels and high
traffic loads, the performance of the best-response distributed

algorithm and the aggressive policy are close to each other. This
confirms the observation in Fig. 2, that is, with the best-response
algorithm users choose a lower channel fading threshold in net-
works with higher traffic loads.
The comparison of Figs. 3(c) and 4(c) shows that the sum

throughput can be increased by injecting more data into a low-
load network, whereas from Figs. 4(c) and 5(c) one infers that
the throughput decreases when the network load is already high.
Moreover, by comparing Figs. 3(a)–5(b) and (c), one can see
that the gap between the throughput achievable by the NE and
that of the global optimal solution is non negligible because of
the large number of users, less available channels or high traffic
load.
Fig. 6 shows that this performance loss can be partially com-

pensated by allowing some degree of cooperation among users
as implemented in Algorithm 2. More specifically, in the figure,
we plot the sum throughput achievable by Algorithm 2 for dif-
ferent traffic loads. In fact, one can see that in case of high traffic
load, Algorithm 2 achieves more than 7% of throughput im-
provement with respect to Algorithm 1, whereas the gain re-
duces to 3.5% in case of moderate load, and it is negligible when
the traffic load is low. As expected, these results confirm that
local cooperation (through pricing) is desirable in high interfer-
ence networks [see Fig. 6(a) and (b)].
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VII. CONCLUSION

In this paper, we studied the maximization of the
sum-throughput in interference-limited queueing wireless
networks via distributed selections of users' transmission
thresholds. We formulated the optimization problem using a
game theoretical approach (noncooperative design) and a more
classical nonlinear programming approach (holistic design).
We developed a general best-response algorithmic framework
wherein the users can explicitly choose the level of cooperation
(in the form of message passing) and consequently converge
to: 1) a NE of the NEP, if no signaling exchange is allowed
or 2) to a local optimal solution of the (nonconvex) NUM
problem, if some coordination in the form of pricing exchange
is performed among the users. Finally we developed a global
solution method for the NUM problem and numerically com-
pared the performance of the cooperative and noncooperative
solutions. In many practical scenarios, a NE (noncooperative
solution) yields sum-throughput very close to the global op-
timum. In case of “high” interference (i.e., coupling) among
users, the performance loss can be partially filled by allowing
some cooperation among the users and relying on the pro-
posed pricing-based algorithm. We are currently implementing
the proposed distributed algorithms on a USRP2/GNU radio
testbed. As future research subjects, we will take power and rate
control into consideration in the queueing game, and extend the
queueing game to multi-hop wireless networks.

APPENDIX A
MODEL PARAMETER ESTIMATION

We first derive the first and the second order moment of
. Using to denote the first order moment

of , according to (11), can be represented
as

(42)

where represents the probability that user
transmits a packet in a time slot as defined in (3). The second
order moment of , denoted as , can also be
represented similarly.
According to (12), the first and second order moments can

also be represented as , and
, respectively. Then, we can

calculate and as

(43)

Fig. 7. Verification of interference model.

(44)

respectively.
In Fig. 7, the interference model is verified by considering a

wireless network with an area of 1000 1000m and 100 users.
Results of Monte-Carlo are obtained by averaging over 10000
simulations. We can see the the interference model based on
Gamma distribution function fits the real interference distribu-
tion very well.

APPENDIX B
PROOF OF THEOREM 1

Invoking standard results on NEPs (see, e.g., [53]), the ex-
istence of a NE is guaranteed if: i) the strategy set of each
player is convex and compact; and ii) the payoff function of
each players is a continuous function on and concave on ,
for any given feasible . We only need to prove the concavity
of each function on , when . This
can be checked by computing the first and second derivatives of

with respect to , as given next. The first derive of
with respect to is

(45)
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(47)

(48)

The second derivative of with respect to can be
written as

(46)

with and are given by (47) and (48),
shown at the top of the page, where is a positive constant
whose explicit expression is not relevant and thus is omitted.
Note that, if and , the latter due to

. Therefore, we have . Also, when
(i.e., delay-tolerant traffic or large number

of sub-channels), we have , implying .

APPENDIX C
PROOF OF THEOREM 2

We hinge on recent results in ([11], Proposition 3). Given
, let us introduce the matrix

defined as

if
otherwise

where and
with denoting the least eigenvalue

of . Then, invoking ([11], Proposition 3) one can show that
Algorithm 1 converges to the unique NE of if is a P-ma-
trix. It turns our that condition (23) is sufficient for to be P
(see also [12] for more details).
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