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Summary Colloidal quantum dots (QDs) are semiconductor nanocrystals which exhibit strong
photoluminescence and have a variety of applications in modern nanotechnology. Specifically,
QDs may serve as source of photoelectrical response to optical excitation, thus paving the
way to development of novel optoelectronic and photovoltaic QD-based systems and devices.
QD photoexcitation gives rise to excitons, electron—hole pairs which are bound by Coulomb
forces and may dissociate in such a way that the charge carriers leave the nanoparticle and
interact with the environment. The surface of inorganic QDs is always covered with organic
ligands ensuring their colloidal stability during the synthesis and subsequent processing. The
possibility to control the composition of the surface ligands is considered a promising way to
modulate different parameters of charge formation and separation in nanoparticles, including
the secondary pathways of charge transfer, rates of carrier generation, radiative or nonradiative

electron—hole recombination, and some others.

The rates and directions of these processes strongly affect the fundamental photophysical
properties of QDs, such as luminescence quantum yield, quenching, bleaching, blinking, and
photostability; they also determine the applicability of nanocrystals to specific areas of photo-
voltaics, photocatalysis, and bioanalysis, as well as fabrication of light-emitting diodes (LEDs)
and QD cellular automata (the transistorless computation paradigm).

Abbreviations: (P)ET, (photoinduced) electron transfer; (O)LED, (organic) light emitting diode; CB(E), conduction band (edge); CT, charge
transfer; CV, cyclic voltammetry; EL, electroluminescence; ETL, electron transport layer; Evac, vacuum level; FRET, Förster resonance energy
transfer; HOMO, highest occupied molecular orbital; (P)HT, (photoinduced) hole transfer; HTL, hole transport layer; IPCE, incident photon
to current conversion efficiency; LUMO, lowest unoccupied molecular orbital; MPA, mercaptopropionic acid; NHSs, nanoheterostructures;
PEDOT:PSS, poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate); PL, photoluminescence; PV, photovoltaics; QD, quantum dot; TA,
transient absorption; TOPO, trioctylphosphine oxide; UPS, ultraviolet photoelectron spectroscopy; VB(E), valence band (edge); XPS, X-ray
photoelectron spectroscopy.
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In this review we analyze recent advances in controlled charge generation, separation, and
transfer in QD-based organic and inorganic systems, with a special emphasis on the role of
the surface-stabilizing ligands in the transfer and separation of photogenerated charge car-
riers. The prospects of development of advanced QD-based photovoltaic and optoelectronic
devices employing carefully selected surface ligands that improve the nanocrystal photophysical
properties are analyzed in the ‘‘Summary and outlook’’ section.
© 2016 Elsevier Ltd. All rights reserved.
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energy levels of the charge donor and acceptor (Fig. 1).
Therefore, there are two ways to tune the driving force
of charge transfer. The first way is to modify the positions
of the QD band edges by changing the size of the QD [42];
the second one is to change the highest occupied molecular
orbital (HOMO) or the lowest unoccupied molecular orbital
ntroduction

anostructured materials have been among the most
romising and most intensely studied objects in the past
wo decades due to their unique properties, which are inter-
ediate between those of bulk materials and molecular

pecies. Quantum dots (QDs), one of the most attractive
bjects of nanotechnology [1], are semiconductor nanocrys-
als with the size ranging from 1 to 20 nm, which have
ome unique characteristics making them outstanding mate-
ials for LEDs [2,3], solar cells [4,5], photocatalysis [6,7],
nd biotechnology [8—10]. The size- and shape-controlled
uminescence properties of QDs, high quantum yields and
rightness of their photoluminescence, and the stability of
Ds against photobleaching are underlain by the quantum
onfinement effect [11]. Furthermore, QDs have narrow
uminescence bands with large Stokes shifts, which allows
ffective coupling of the emitted light to other fluorophores
ia Förster resonance energy transfer (FRET) and the use of
Ds as light-harvesting antennae in hybrid materials [12,13]
ven in the two-photon mode [14]. QDs have large absorp-
ion cross-sections and, in contrast to organic fluorophores,
ay be excited by light with any wavelength correspond-

ng to a photon energy higher than the energy of the first
xcitonic transition, which makes it possible to excite QDs
f different sizes at a single wavelength and perform multi-
lexed detection of large series of analytes [15—18].

At present, colloidal synthesis that is conducted in liq-
id phase is the most powerful and versatile method for
reparation of QDs. A distinctive feature of QDs obtained
y colloidal methods is the presence of organic molecules
the surface ligands) on the surface of inorganic nanocrys-
als. The primary role of the surface ligands is stabilization
f small inorganic clusters in a colloidal solution. In addi-
ion to this primary role, the ligands affect the nucleation
nd growth of QDs [14,19,20] by tuning the reactivities
f nanocrystals [21,22] or their molecular building blocks
23], or even control the phase composition of nanocrystals
24,25]. Typically, the ligands are formed by conversion of
recursors or are themselves components of the reaction
edium. When the QD is formed in a colloidal solution, it

epresents a complex system consisting of inorganic core
overed with a capping layer of organic surface ligands,
ften comprising multiple types of molecules. Modern tech-
iques used for characterization of these complex ligand
apping layers are reviewed in detail in Ref. [26].

Surface ligands can modify the optical properties of QDs,

ither causing shifts of the absorbance or photoluminesce-
ce spectra [27], quenching PL [28,29], or considerably
nhancing it [30]. Because of their small size, QDs have
large surface-to-volume ratio; therefore, they actively

F
t
c

nteract with environment. The surface atoms of a QD may
e undercoordinated due to the steric repulsion between
igand molecules located at the nanocrystal surface. The
evel of undercoordination can be reduced by passivation of
he core surface using an inorganic shell [31]; however, the
emaining unpassivated atoms have unbound orbitals that
tick out from the QD surface and are thought to be the ori-
in of charge-trapping states. Through these unpassivated
ites, organic or inorganic molecules, semiconductor layers,
r oxygen molecules can interact with QDs and affect their
ptical properties.

Excitation of a QD with the light whose photon energy
s above the QD band gap results in the formation of an
lectrostatically bound electron—hole pair (exciton). After-
ards, the exciton may recombine and emit a photon with
n energy beyond the band gap of the QD, recombine with-
ut emission of light, or dissociate into a pair of unbound
harge carriers. Basically, these three processes determine
he parameters of the QD photoluminescence, which, in
urn, determines most QD applications. Exciton recombi-
ation parameters can be tuned by engineering of the QD
norganic structure: it is widely known that growing a shell
f a high-band-gap material atop the photoluminescent core
f the QD can dramatically increase the PL quantum yield
32], sometimes even to 100% [33—36]. However, a number
f recent studies show that organic ligands, which are always
resent on the surface of colloidal QDs and are responsi-
le for stabilization of colloidal solutions, can control the
harge-carrier separation and transfer processes [37—40].

According to the Marcus theory [41], the driving force of
he charge carrier transfer is the difference between the
igure 1 Schematic representation of photoinduced charge
ransfer between a quantum dot and charge acceptors. CB,
onduction band; VB, valence band.
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Table 1 Band energy levels in quantum dots, shells, and bulk materials.

Type VBEa CBEa Methods and comments Ref.

QD cores
CdSe −5.58 to −5.35 −2.92 to −3.38 2.1—6.4 nm, size-dependent band levels

determined using photoelectron spectroscopy in
air (PESA) and optical band gaps, several ligand
types

[44]

CdSe −5.55 to −5.25 — 2.1—3.7 nm, aromatic ligand dependence, size
dependence, differential pulse voltammetry,
density functional theory (DFT) calculations

[45]

CdSe −5.74 to −5.59 −3.51 to −3.62 3—6.5 nm, cyclic voltammetry (CV) and optical
measurements, TOPO as surface ligand

[46]

CdSe −5.68 to −5.39 −2.83 to −3.20 1.9—3.6 nm, CV, TOPO as surface ligand [47]
CdSe −6.5 to −6.1b — 3.6 and 6 nm, ultraviolet photoelectron

spectroscopy (UPS), ionization potentials (IP) are
given, ligand dependence and ligand-stripped QDs

[48]

CdSe −6.68 to −4.78b −1.11 to −4.71b DFT calculation, Cd33X33, X = Se, Te, ligand and
environment dependence, vertical and adiabatic
values, IP and electron affinity (EA) values

[49]

CdSe −5.59 to −5.47 −3.49 to −3.02 CdSe dot, rod, and tetrapod morphologies are
compared, indirect optical measurement using
the dopant approach

[50]

CdTe −5.01 to −4.90 −2.51 to −3.09 2.3—5.6 nm [44]
CdTe −6.82 to −4.53 −1.01 to −4.64 DFT calculations [49]
CdTe −6.02 to −5.39 −3.54 to −3.61 2.4—4.7 nm, CV and DFT [51]
ZnSe −5.64 to −5.55 −2.32 to −2.62 2.6—4.6 nm [50]
ZnO — −3.66 to −3.86 4.4—8.6 nm, CV, optical, Stark effect values

measured relative to NHE
[52]

PbS −5.01 to −4.87 −3.52 to −4.22 2.8—8.5 nm [44]
PbS −5.13 −4.54 9.8 nm nanocrystals, oleate capping, XPS [53]
PbSe −5.01 to −4.85 −3.68 to −4.26 2.1—8.3 nm [44]
InAs −4.85 to −4.7 — <2—4.4 nm, CV, ligand dependence [54]
InP −5.18 to −5.10 −2.48 to −3.25 1.4—4.5 nm [50]
CuInS2 −5.76 to −5.73 −3.65 to −3.87 2.5—4, CV [55]

QD shells
ZnS −6.09 −2.02 to −2.27 DFT calculation, slabs, 7—11 atomic layer thick

(1.1—2.3 nm) and bulk data, zinc blende phase
[56]

ZnSe −5.70 −2.40 to −2.83 ’’ [56]
ZnTe −5.18 −2.39 to −2.79 ’’ [56]
CdS −6.00 −3.04 to −3.42 ’’ [56]
CdSe −5.70 −3.34 to −3.88 ’’ [56]
CdTe −5.28 −3.18 to −3.68 ’’ [56]
InP/ZnS −5.30 to −5.12 −2.55 to −3.14 Shell thickness dependence, indirect optical

measurement using the dopant approach
[50]

InP/ZnSe −5.32 to −5.12 −2.57 to −3.20 Shell thickness dependence, indirect optical
measurement using the dopant approach

[50]

Bulk materials
ZnSe — −4.09b EA measurement [57]
ZnTe — −3.53b ’’ [57]
CdS — −4.79b ’’ [57]
CdSe — −4.95b ’’ [57]
CdTe — −4.28b ’’ [57]
CdSe −5.24 −3.5 Indirect optical measurement using the dopant

approach
[50]

CdO — −4.514b EA also measured for F-doped films,
measurements from optical data

[58]

CdO −5.4 — UPS and X-ray photoelectron spectroscopy (XPS),
n-type doping with In or Y

[59]
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Table 1 (Continued)

Type VBEa CBEa Methods and comments Ref.

CH3NH3PbI3 −5.75b — Thin film on different substrates, XPS and UPS [60]
CH3NH3PbI3 −5.4 −3.9 DFT calculations [61]
CH3NH3PbBr3−xClx −6.83 to −5.77 −3.23 to −4.34 UPS, alloyed materials with x = 0, 0.6, 1.2, 1.8,

2.4, 3, work functions
[62]

a VBE = valence band edge, CBE = conduction band edge, the values relative to the vacuum level are shown, recalculated by us where
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b Ionization potential (IP) or electron affinity (EA) values.

LUMO) energy level [43] of the ligand or probe molecule by
electing the proper substance. Since the energy structure
f the QD—ligand system governs the direction and type of
ntrinsic charge transfer, it is of utmost importance to know
he relative and absolute QD band levels and the positions
f the HOMO and LUMO of organic molecules (Table 1). We
ave attempted to summarize the available experimental
nd theoretical data on the energetics of the common types
f QDs and bulk semiconductor materials. These data may
e helpful for the reader in sketching the energy diagram of
he QD studied.

The data shown in Table 1 may seem scattered at first
lance, yet a number of authors believe that the ligands
ake a sufficient contribution to the band energies of
Ds; this assumption has been confirmed for experimen-
ally determined values [44,45] and theoretical predictions
49]. Theoretical calculations show how ligands affect the
rbital energies of the Cd33Se33 cluster and how the loss of a
ingle ligand can considerably change the energy structure
f a QD, forming trap states located within the band gap
63]. Furthermore, the differences between the VBE and
BE values shown in Table 1 may result from the method
f study and measurement conditions; it could hardly have
een expected that the values obtained using UPS or XPS in
igh vacuum would coincide with those obtained by the CV
ethod in a solution. In several publications, experimen-

al data on band alignment in solid films [64,65], QD thin
lms [66—68], or core/shell systems [69] are presented that
ould be used for further analysis of the energy diagrams
f QDs and QD-based systems. Numerous data on the ion-
zation potentials, electron affinities, and the energies of
rontier orbitals of organic compounds have been published
70—73], some of them available at the Internet [74]; the
eader is referred to these sources to find the necessary
nformation about energy levels of surface ligands or other
rganic molecules. However, it should be noted that, upon
riented adsorption of the ligand onto the polarized surface
f QDs, these energy levels may vary considerably, which
esults in hybridized QD—ligand molecular orbitals [49,75].

lectron and hole transfer in quantum
ot—ligand systems

f the energy of the ligand LUMO is lower than or equal

o the edge of the conduction band (CB) of the QD core,
he transfer of an electron from the inorganic part of
he QD to the ligand molecule can occur. Since common
D surface ligands, such as amines, phosphine oxides,

l
i
t
[

hiols, and phosphonic and carboxylic acid residues, are
ypically non-absorbing in the visible spectral range, dif-
erent types of compounds, such as ethylene blue [76,77],
hodamine B (RhB) [78,79], F27 [80], anthraquinone dyes
81]; viologen derivatives [77,82—86], 1,4-benzoquinone
87,88], organometallic complexes of transition metals
89—93], functionalized fullerenes [42,94—96], supramolec-
lar assemblies [97], carbon nanotubes [98], etc. have
ecome important classes of probe molecules for study-
ng charge transfer on the surface of QDs by optical
pectroscopy methods. These compounds are known to
xhibit well-resolved optical transitions, which differ in
educed and oxidized states, and have large molar extinc-
ion coefficients; therefore, a few adsorbed molecules are
nough to study charge transfer (Fig. 2).

Transient absorption (TA) spectroscopy has proven itself
s the most powerful method for studying the kinetics of
lectron transfer. Prolonged excitation of QDs leads to pop-
lation of the QD conduction band with electrons and the
esultant bleach of excitonic transitions in the absorption
pectra of QDs. Transfer of these high-energy electrons to
he organic molecules on the QD surface leads to absorption
leach recovery, which can be detected and traced using TA
Fig. 2c—e).

lectron transfer: general principles and influence
f ligand redox potential

he study by Boulesbaa et al. [79] represents a good example
f the analysis of electron transfer kinetics using TA spec-
roscopy. There, electron transfer in the CdSe—RhB complex
nd ‘‘bare’’ oleic acid-capped CdSe nanocrystals was stud-
ed. The CdSe—RhB complex was obtained by adding RhB
o a CdSe nanocrystal solution in heptane and subsequent
onication and filtration of the solution to remove undis-
olved RhB molecules. Since RhB is insoluble in heptane, all
ye molecules that are present in the filtered solution were
elieved to be bound to CdSe QDs. Bare QDs capped with
leic acid were excited with pulsed laser radiation at 400 nm
pulses of 150 fs, 2.5 mJ/pulse). Transient absorption spec-
ra show that exciton bleach recovers by ∼15% within the
rst 10 ps; for the next 1 ns, the bleach intensity remained
ractically unchanged, which meant that, during the first
anosecond, most excited electrons were settled at the 1S

evel of the CdSe QD. The fast bleach recovery during the
nitial several picoseconds is attributed to multiple exci-
on generation [99] and fast exciton—exciton annihilation
100]. In the presence of RhB on the surface of QDs, the
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Figure 2 Schematic diagram of bulk conduction band edge positions of quantum dots and reduction potentials of acceptor
molecules (vs vacuum) (a), transient absorption spectra of bare quantum dot (b), CdS—methylene blue (MB+) complexes (c),
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Reprinted with permission from [77]. Copyrights 2014 American

authors observed bleach recovery of the CdSe—RhB com-
plex at rates several times higher than in the absence of
RhB. The transfer of electron to the adsorbed RhB leads to
the formation of a charge-separated state between the CdSe
QD and RhB molecule. It was also found that these charge-
separated states are long-lived (with an average lifetime of
1 �s), and the dependence of the QD absorbance quenching
kinetics on the number of adsorbates can be approximated
by a kinetic model that assumes a Poisson distribution of
adsorbate molecules on the surface of QDs.

On the other hand, the transfer of electron from a QD to
a ligand or acceptor molecule may result in population of
the LUMO of the adsorbed molecule with electrons, which,
in turn, leads to bleach of ligand or acceptor absorption.
Study of the bleach kinetics of the organic ligand is another
way of investigation of electron transfer in the QD—ligand
system. This approach has been applied to the complex of
CdS with RhB dye [78]. The CdS—RhB complex was cho-
sen because of its well-separated spectral signatures. The
sample preparation procedure and parameters of the exci-
tation were the same as in Ref. [101]. Here, the TA spectra
contained two distinctive features: the bleach of the RhB
ground state at 545 nm and an absorption band with a peak at
∼425 nm. It has been shown that these features have similar
kinetics, which indicates that the conversion of the ground-
state RhB molecules into a new species absorbing at 425 nm
occurs. The absorption band at ∼425 nm is attributed to
the formation of one electron-reduced RhB molecule, whose
absorption band has been reported to be at ∼420 nm. These
results suggest that excitons in CdS QDs dissociate upon
excitation, and an electron migrates from the CB of CdS
to the unoccupied orbitals of RhB, forming a reduced RhB
molecule. Therefore, the main characteristic of the elec-

tron transfer process is reduction of the ligand, which has
been observed in numerous studies [42,76,82,90,102].

The mechanism of electron transfer between 1,4-
benzoquinone (BQ) and PbS QDs coated with oleic acid was

i
w
s
t

complexes (AQ) (e). Evac — vacuum level.
mical Society.

nvestigated using the TA spectroscopy by Knowles and col-
eagues [88]. Transient absorption measurements showed
hat this system had different electron transfer kinetics on
he picosecond and microsecond scales. It was suggested
hat the reason for this phenomenon is that two differ-
nt mechanisms of electron transfer operated on different
ime scales. The picosecond electron transfer was attributed
o the transfer of electron to benzoquinone molecules
dsorbed directly on the surface of PbS QDs. Regarding the
icrosecond process, there are two possible ways of elec-

ron transfer: (i) photoinduced electron transfer (PET) may
ccur upon photoexcitation via tunneling of the electron
hrough the oleate ligand shell to benzoquinone molecules
ocated within the shell, or (ii) benzoquinone molecules dif-
using in the solution may collide with photoexcited QDs,
ome of these collisions resulting in PET. If the slow electron
ransfer were to occur via mechanism (i), multiple charge
eparation rate constants would be found due to the uniform
istribution of benzoquinone molecules within the ligand
hell over a range of distances from the surface of the QD
up to 19 Å). Hence, in order to obtain the experimentally
bserved charge separation rates, the donor—acceptor dis-
ances for the QD—BQ systems should have been less than
—2 Å. However, it is unlikely that benzoquinone molecules
andomly distributed within the QD ligand shell occupied
uch a narrow range of distances from the QD surface. There-
ore, the collision mediated mechanism (ii) was found to be
he most probable way of electron transfer between PbS
Ds and BQ on the microsecond scale. Electron transfer is a
ultivariable process, and its rate depends on many param-

ters. A QD solution is an ensemble of nanoparticles, and
xperimenters actually deal with the statistical parameters
f the ensemble. There are two general approaches to study-

ng such systems. The first one is to study the whole system,
ith its external parameters assumed to be quasi-static. The

econd approach is to consider the charge separation and
ransfer processes for each QD individually; this approach
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Figure 3 Schematic diagram of two possible adsorption
geometries of asymmetric viologen ligands and two possible
photoinduced electron transfer (PET) pathways.
Reprinted with permission from [85]. Copyrights 2012 American
Chemical Society.
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llows one to determine the distribution of adsorbed ligand
olecules over the QD, which has been shown to influence

he rate of electron transfer [42,92,97,103—106].
According to Morris-Cohen et al. [82], not all of the

dsorbed ligand molecules are involved in electron transfer;
ligand molecule should be in the PET-active configura-

ion for electron transfer to occur. The authors suggested a
ew method for determination of the number of PET-active
igand molecules per quantum dot (parameter noted as �),
he ligand adsorption constant Ka, and the intrinsic rate con-
tant for PET kcs,int (on the basis of the observed PET rate
cs,obs) from the kinetics of bleach recovery in the system
onsisting of CdSe QDs. The proposed method is based on
he observation earlier [78,96]:

cs,obs = nkcs,int , (1)

here n is the number of ligands adsorbed on any single QD
n the ensemble (� = 〈n〉). Eq. (1) shows that the value of �

hould be known to determine the intrinsic rate constant
or PET (kcs,int). It has been found that, in the case of non-
nteracting ligands, the number of adsorbed ligands per QD
ollows the Poisson distribution [107,108], and the probabil-
ty of finding a QD with n adsorbed ligands, p(n,�), can be
alculated as:

(n, �) = �n

n!
e−� (2)

he value of p(n,�) can be easily determined from the
round-state bleach recovery experiments. Ka can be esti-
ated using the Langmuir adsorption isotherm after the

onversion of � into � = �/nsites:

= �max
Ka ∗ [V 2+]free

1 + Ka ∗ [V 2+]free

(3)

Song et al. [96] proposed a model describing electron
ransfer in the QD—ligand system with a dynamic distri-
ution of the number of ligand molecules per QD. In this
ase, ensemble-average techniques, such as fluorescence
ecay and transient absorption spectroscopy, are unsuit-
ble, since the composition of the system varies with time.
he most effective method for studying such systems is sin-
le particle/molecule fluorescence spectroscopy. Single and
nsemble-averaged QD fluorescence decay kinetics were
easured using a scanning confocal microscope. Three sam-
les of CdSe/CdS/CdZnS/ZnS core/graded alloy shell QDs
ith different average quantities of an adsorbed fullerene
erivative were investigated using single particle fluores-
ence spectroscopy. It was supposed that, in the QD—C60
omplex, electron transfer from the QD to fullerene was an
dditional pathway for fluorescence decay characterized by
ime-dependent rate constant kET(t). It was also suggested
hat the intrinsic exciton decay, which was characterized by
he average rate k0 in the absence of the fullerene ligands,
as not affected by electron transfer. It was shown that the
rowth of the electron transfer rate due to an increase in the
mount of the ligand led to an increase in its standard devi-
tion. The amplitude of the electron transfer rate and its

tandard deviation fit the Poisson distribution. This finding
uggests that the distribution patterns of these parameters
re determined by the heterogeneity of the number of lig-
nds per QD.
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o
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nfluence of ligand adsorption geometry on
lectron transfer

n order to clarify the mechanism of electron transfer in
he QD—ligand system, the role of the ligand adsorption
eometry should be determined. The geometry of the violo-
en absorption was investigated by Morris-Cohen et al. [85].
n this paper, viologens with different numbers of carbon
toms in the alkyl chain between the surface-binding car-
oxyl group and the bipyridinium moiety were used (Fig. 3).
wo possible mechanisms of electron transfer from CdS QDs
o viologens with different amounts of methylene groups
etween the bipyridinium core and the linking group were
uggested. The first, so-called ‘‘through-bond’’ mechanism
Fig. 3, geometry 1, red arrow) is the transfer of an electron
rom the QD to the bipyridinium core through the alkylcar-
oxylate group. The second, ‘‘through-space’’ mechanism
Fig. 3, geometry 1, blue arrow), occurs only through the
rbitals of QDs and the bipyridinium core not involved in
hemical bonding. If the observed electron transfer took
lace according to the ‘‘through-bond’’ mechanism, this
ould lead to a difference in the rates of electron trans-

er between methyl viologen and other viologens, the rate
eing dependent on the number of carbon atoms in the alkyl-
arboxylate group. However, transient absorption studies
howed that the rate of the bleach recovery did not depend
n the number of carbon atoms in this chain; hence, elec-
rons were actually transferred via the ‘‘through-space’’
echanism (blue arrow). These authors also mentioned two
ossible orientations of the adsorbed viologen molecules
85] (Fig. 3, geometries 1 and 2). In the case of geometry
, the electrons would have to travel over a distance that
irectly depended on the number of carbon atoms, which
ould be reflected in the dependence of the electron trans-

er rate on the length of the alkyl chain. Since this was not
bserved, the authors suggested that the bipyridinium cores

f viologens were physisorbed directly onto the surface of
Ds.
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Influence of ligand length on electron transfer

In order to investigate the influence of the distance between
the QD and the electron acceptor on the rate of electron
transfer, the authors of Ref. [84] have placed CdSe QDs with
HS (CH2)n COOH (n = 1, 2, 5, 7, 10, or 15) as a native ligand
into a polyviologen matrix. Here, in contrast to isolated vio-
logen molecules, the acceptor moieties do not contact QDs
directly and cannot be in the PET-active configuration. The
rate of PET to the polyviologen was investigated with the
use of transient absorption spectroscopy, where the non-
redox-active polycation poly(diallyldimethylammonium)
(PDDA) was used for comparative experiments. In the
case of QDs coated with mercaptocarboxylic acid ligands
with the number of methylene groups ranging from 1 to
7 dispersed in polyviologen matrix, very fast PET was
observed. The PET rate was significantly higher than that
between non-redox-active PDDA and QDs. In the case of
long-chain ligands with n = 10—15, the PET rate was signif-
icantly decreased compared to QDs with short ligands. It
was assumed that the difference between the PET rates for
the C1—C7 and C10—C15 ligands was caused by transition
of the ligand layer from a disordered liquid-like state to
a highly ordered compact monolayer state with increasing
ligand length. Similar phase transitions were observed for
other nanoparticles with ligand length ranges of C5—C11
[109], C6—C10 [110], and C5—C6 [111]. Such liquid-like to
solid-like transitions can eliminate conformational disorder,
which leads to an increase in the average distance between
QDs and viologen moieties in the polymer matrix, thereby
decreasing the PET efficiency.

An interesting example of electron transfer depending
on both the ligand length and energy level positions of the
donor and acceptor has been reported [112]. In that study,
assemblies of CdSe and CdTe QDs formed in an aqueous
solution through electrostatic interactions of the external
polar groups of surface ligands were analyzed. It was found
that the interparticle distance, energy alignment of the QD
band levels (i.e., the size of the QDs), and direction of
the electric field between the QDs modulated the degree
of CdTe QDs photoluminescence quenching. This observa-
tion was interpreted in terms of the formation of a new
nonradiative relaxation pathway caused by electron trans-
fer from the conduction band of CdTe to the conduction band
of CdSe. Noteworthy, the authors have shown that simulta-
neous inversion of the surface charges of both CdTe and CdSe
QDs (which were originally negative and positive, respec-
tively) can block photoluminescence quenching by charge
transfer. This effect can be used for differentiating between
photoluminescence quenching by energy transfer and charge
transfer, since the former is unlikely to be sensitive to the
electric field between the particles.

Influence of the inorganic shell on electron transfer

In the case of core/shell QDs, the shell thickness has a sig-
nificant effect on the rate of electron transfer. An example

of this influence is presented in the study by Dworak et al.
[83], where the system of CdSe/CdS QDs with a varying
thickness of the shell and viologen as electron acceptor was
investigated. Transient absorption spectra showed that the
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ate of the bleach recovery in the absence of viologen did
ot depend on the shell thickness. An increase in the shell
hickness after addition of viologen led to a decrease in the
leach recovery rate. The authors proposed several possible
xplanations for this dependence: (i) the CdS shell acts as
potential barrier which drastically decreases the rate of

lectron transfer; (ii) the dependence of the electron trans-
er rate on the shell thickness reflects a decrease in the pool
f MV2+ molecules adsorbed directly onto the CdSe core with
he shell growth; and (iii) the increase in the shell thickness
eads to a decrease in the effective QD band gap, which
eads to a decrease in the driving force of electron transfer.

nfluence of environmental and other factors on
lectron transfer

he environment of QDs has a significant effect on the
ransfer of charges and, hence, their optical properties.
ET has been shown to be a solvent-dependent process
113]. The rate of PET from CdSe/ZnS QDs bearing a car-
oxylic acid ligand to a pyromellitimide derivative has been
ound to be higher in nonpolar solvents than in aprotic
olar solvents. According to the diffusion-controlled elec-
ron transfer (DCET) theory [114], the probability of an
lectron transfer event increases with decreasing solvent
olarity because of the low reorganization energy typical of
onpolar solvents.

The QD charge transfer processes in the liquid phase
nd in vacuum have been compared [115]. The influence
f the medium on charge transfer is an important issue
ecause QD-based systems and nanodevices are often used
n an environment different from that in which they have
een fabricated. For example, QDs, which are typically
ynthesized in colloidal solutions, are often attached to a
lm (in photovoltaics) or embedded into a polymer matrix.
herefore, to understand and predict the properties of
Ds in their operational environment, it is necessary to

ully understand all the effects that are induced by the
olloidal medium used during their characterization as an
ndividual component. Transient absorption spectroscopy
n a solution and photoelectron spectroscopy in the gas
hase have been used to study and compare the processes
nvolved in charge transfer between CdSe QDs and methyl
iologen [115]. Close correlation of bleaching kinetics
n the gas and solution phases has led to the conclusion
hat neither electronic nor orientational polarization of
exane or other non-polar solvent contributes significantly
o the reorganization energy term in the Marcus equation.
onsequently, one should not expect solvent reorganization
o considerably affect the charge migration dynamics in the
dSe—MV complex. Therefore, hexane or another non-polar
olvent would provide a good environment to estimate
he parameters of charge transfer in QD-based systems or
anodevice behavior in air or vacuum. On the other hand,
he kinetics of charge transfer in hexane could serve as
eference for the study of polar-solvent effects on charge
eparation and transfer in such systems.
Another type of electron transfer in QD-based systems
s the transfer of the charge carrier from excited ligands
o the QD conduction band. This type of electron trans-
er is much less studied. Bang et al. [106] investigated the
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typically found in all photoluminescence spectra of QDs,
igure 4 Schematic illustration of QD photoswitching. Potenti
ive (ADD) surface molecule and 1S electron—hole levels of the
dapted with permission from [106]. Copyrights 2012 Royal Soc

lectron transfer from acridine-1,8-dione (ADD) to CdSe and
dSe/CdS/ZnS QDs (Fig. 4). Two excitation wavelengths,
65 and 532 nm, were used; the light with a wavelength of
32 nm excited only the fluorescence of QDs, while UV light
365 nm) excited both QDs and ADD. The excitation of ADD
n this system resulted in the transfer of electron to the QD
onduction band, which caused photoluminescence quench-
ng of core CdSe QDs due to enhanced Auger recombination.
n the presence of the shell, the degree of QD PL quenching
as reduced, yet it was still considerable. Here, the shell
layed the role of a potential barrier that blocked charge
arrier migration into the QD. It has been shown that the
D—ligand system studied allows the luminescence of QDs to
e switched on and off by alternating excitation with visible
nd UV light. The ‘‘switch on’’ process, as speculated by the
uthors, was due to the backward transfer of injected elec-
rons from QD’s conduction band to the oxidized ADDs, which
ould result in overall system neutralization and facilitate
eversible PL switching. Even more strong PL quenching effi-
iency was achieved for the complex of type-II CdTe/CdSe
Ds (which have unique exciton characteristics, where the
lectrons and holes are spatially separated) and ADD, reach-
ng up to 40%. Such enhancement was presumably because
f the stronger overlap between the shell-localized exci-
onic electrons and electrons originating from oxidized ADD.
he fast external light-triggered PL modulation capability
an boost the application of QDs in the fields of contrast-
nhanced and super-resolution imaging.

ole transfer

oles are another type of charge carriers formed upon pho-
oexcitation of QDs. Like electron transfer, hole transfer can
ake place in QD—ligand systems. The main prerequisite for
ole transfer is that the energy level of the QD valence band
s lower than or equal to the ligand HOMO.

A fundamental difference of the transfer of holes
rom the transfer of electrons is that the bleach of QD
bsorption mainly depends on the population of electrons
n the conduction band and is practically independent
n the amount of the holes in the valence band. This
bservation is explained by the fact that the DOS close to
BE considerably exceeds the DOS near CBE. Therefore,

he QD absorption bleach recovery rate does not strongly
epend on the presence of the hole acceptor ligand [108].
nother characteristic of hole transfer is the formation of
positively charged ligand cation upon the hole transition

b
p
t
C

agrams of HOMO—LUMO levels of the acridine-1,8-dione deriva-
QD (1.9 nm radius) are shown.

of Chemistry.

vent [108,116,117]. It has been found that, during the
ransfer of holes to the ligand, CdSe QD accumulates excess
f excited electrons. These electrons, in turn, can react
ith Cd2+ ions to produce Cd+ and Cd0 sites in the QD

tructure (see Eq. (4)), but the presence of oxygen may
eutralize these electrons. If the excess electrons are not
eutralized with an electron acceptor or undergo charge
ecombination, the accumulation of electrons can further
ead to cathodic corrosion and dissolution of a QD:

CdSe)n(e)m → (Cd+Se2−)m(CdSe)n−m

→ (Cd0Se2−)m/2(CdSe)n−m/2 (4)

At the same time, the processes of electron and hole
ransfer have some common characteristics. It has been
hown that an increase in the shell thickness of core/shell
Ds leads to a decrease in the hole transfer rate [118,119].
ere, the shell acts as a potential barrier that blocks charge
ransfer, as in the case of electron transfer. An increase in
he concentration of the hole-accepting ligand in a solution
eads to a decrease in the photoluminescence intensity and
ifetime [108,117—122], which is also typical of PET (Fig. 5).

ole trapping and influence of the inorganic shell
n it

nother type of charge transfer that involves holes is their
rapping in trap states located inside the QD band gap.
efects of the QD structure, such as vacancies and impu-
ities, may cause the formation of trap states into which
photo-excited electron may fall or a photo-excited hole
ay arise. This may result in a red shift of the QD photolu-
inescence or its total quenching. There are several reasons

or trap state formation, including doping of QDs with vari-
us elements [123,124], nonstoichiometry of the QD surface
125], ensemble variation of the QD structure [126], pres-
nce of hole-accepting ligands [127], and chemical oxidation
f QDs [128].

The authors of [126] observed the formation of addi-
ional red-shifted bands in the photoluminescence spectra
f CdSe QDs with sizes from 2.3 to 7.0 nm. These bands were
ut their contribution in larger QDs was inconspicuous com-
ared to the band-edge photoluminescence. Comparison of
he photoluminescence spectra of 2.6-nm CdSe cores and
dSe (2.6 nm)/ZnS (1.3 nm) core/shell QDs showed that the
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Figure 5 Top: Nanocrystal photodoping using Li[Et3BH]. The
photogenerated hole (h+) is quenched by Li[Et3BH], leaving
an electron (e−) in the conduction band. Further photoexci-
tation can add more electrons. Bottom: Absorption spectra
of d = 3.8 nm and d = 7.0 nm CdSe QDs at various stages of
photodoping starting from no prior photoexcitation (black) to
maximum photodoping (teal). The data show exciton bleach and
growth of IR absorption with photodoping. Inset: TEM images of
these NCs.
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Reprinted with permission from [135]. Copyrights 2015 Ameri-
can Chemical Society.

red-shifted band can be suppressed by coating the QD with a
shell of a high-band-gap semiconductor material. This obser-
vation suggests that red-shifted luminescence is related to
the trapped charge carriers localized on the QD surface.
Time-resolved photoluminescence spectroscopy confirmed
that holes constituted the majority of the trapped carriers in
CdSe QDs. It was also shown that some of the holes became
trapped for as long as tens of microseconds, and these long-
lived trapped states could not decay at room temperature.

Abdellah et al. [129], studying the possibility of enhanc-
ing the performance of QD-based solar cells, investigated
the influence of the thickness of the QD shell on the kinet-
ics of hole trapping. Several batches of CdSe QDs, with
different thicknesses of the ZnS shell were obtained. Mer-
captopropionic acid (MPA) was used to replace the native
oleate residues by ligand exchange, what caused a signif-
icant decrease in the photoluminescence quantum yield
(from 14 to 0.5%) for QDs without a shell. This was attributed
to the formation of numerous surface defect states acting
as hole trapping centers [130] upon the sorption of MPA lig-
ands. In contrast, CdSe QDs covered with a ZnS shell did
not exhibit such a significant decrease in PL quantum yield.
Thus, its value decreased from 50 to 35% after the ligand
exchange for QDs protected with a 1.3-nm shell layer. It
was proposed that the inorganic shell passivated the surface
trap states, and an increase in the shell thickness enhanced
the passivation. In order to confirm the assumption on the
formation of hole trapping centers as the cause of quench-
ing of CdSe QD photoluminescence, the authors compared
the results of transient absorption spectroscopy and mea-

surements of time-resolved photoluminescence, because
transient absorption is sensitive only to the dynamics of elec-
trons, while the photoluminescence decay kinetics depends
on both electrons and holes. It was found that transient
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bsorption kinetics did not change upon the change of the
igands, but the luminescence lifetime decreased signifi-
antly. These facts confirm that hole trapping is responsible
or photoluminescence quenching, and the formation of a
hell layer can inhibit this process. Furthermore, the authors
howed that an increase in the shell thickness led to a
teadily increased luminescence lifetime.

nfluence of surface stoichiometry on hole trapping

ei et al. [125] discuss the influence of surface nonsto-
chiometry on photoluminescence quenching caused by
ole trapping in a system of CdS QDs with a controllable
d-to-S ratio on the surface obtained via overgrowth of
mall CdS nuclei using the SILAR method [131]. It has
een shown that the surface composition has a significant
ffect on the photoluminescence of QDs. In the case of
xcess sulfur atoms on the QD surface, total quenching of
hotoluminescence was observed; however, addition of the
admium precursor into the QD solution led to restoration
f the photoluminescence intensity. In order to understand
his phenomenon, the density of states on the Cd and S sites
as calculated for QDs with different surface Cd-to-S ratios
sing the density functional theory. In the case of Cd excess,
slight narrowing of the band gap was observed due to the

ppearance of energy levels at the boundaries of band gap;
n the case of S excess on the particle surface, defect energy
evels were formed inside the band gap. Formation of these
rap levels can be explained by the fact that, in contrast to
d ions capable of forming long Cd—Cd chains due to their
etallic nature, sulfur atoms on the surface form various
iscrete defects, such as dangling bonds, which promote the
ormation of defect states. Defect states cause hole trap-
ing and form a new way for nonradiative recombination,
hereby decreasing the luminescence intensity.

The ligands themselves can form hole or electron traps
nd, hence, modulate the energy structure of the QD. PbSe
Ds were treated with octadecylselenol in order to decrease
he surface Pb-to-Se ratio [128]. A red shift of both the
hotoluminescence peak and the first excitonic absorption
aximum was observed after the treatment of QDs with

ctadecylselenol. The value of the observed red shift corre-
ponded to an increase in the QD size by 0.3 nm, which was
maller than the thickness of a single Se atom monolayer.
herefore, the authors assumed the red shift resulted from
he formation of new energy levels inside the band gap,
n which some of the photoexcited holes could be trapped.
omparison of room-temperature photoluminescence inten-
ities of Se-treated and as-prepared QDs showed a decrease
n the photoluminescence quantum yield of the Se-treated
Ds. This may also have resulted from the appearance of
e-related trap states after the ligand treatment and forma-
ion of a separate nonradiative relaxation route that partly
uenched photoluminescence by formation of a dark hole
rap.

alogenation of quantum dots for preventing hole
assivation of quantum dot surface with chlorine is an effi-
ient strategy for removing of surface trap states, as it
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as demonstrated in the work of Bae et al. [132]. Here,
bSe QDs were treated with molecular chlorine dissolved
n CCl4. It was found that chlorine oxidatively etches the
urface Se atoms, forming a thin PbClx layer, and thus remov-
ng the surface traps. The band gap of PbCl2 of ∼5 eV and
he relative positions of its band levels when compared
o PbS, PbSe and PbTe suggest a type-I alignment, where
he shell confines the charge carriers inside the core of
Ds, thereby enhancing radiative recombination. The lat-
er was experimentally observed up to certain degrees of
hlorine treatment, when the PbClx layer starts to form
ts own new defect trap states at the core—shell interface
ue to the lattice mismatch between rock-salt phase of
bSe and orthorhombic phase of PbCl2. Importantly, surface
hlorination leading to formation submonolayer thick PbClx
hell was found to substantially decrease the susceptibil-
ty of PbSe QDs to photocharging, along with enhancement
f photoluminescence, suggesting that Se trap sites affect
oth processes. The authors conclude that their findings
n solution phase chlorination of lead chalcogenide QDs
an be used in solution-processed optoelectronic applica-
ions, and are of particular interest for next-generation
hotovoltaics.

Unprecedented improvement of PL QY and air-stability
f CdTe QDs upon their surface treatment with chloride
nions was demonstrated in the work of Page et al. [133].
ear-unity quantum yields were achieved when CdCl2 was
sed as the mildly reactive precursor of chlorine for pas-
ivation of CdTe colloidal QDs. The notable effect of such
reatment was the transformation of PL decay curves into a
ono-exponential ones, indicating the efficient suppression

f surface trap states which rendered radiative recom-
ination the predominant relaxation pathway. The other
mportant finding of this work was that the suggested
alide passivation strategy leads to formation of only a
onolayer thin shell, yet capable of severe PL improve-
ent comparable to a result achieved only by growing a

hick inorganic shell. The increased carrier lifetime result-
ng from suppression of surface-trap related recombination
athways allows more time for photogenerated charges to
e extracted and increases carrier mobility, both of which
re likely to improve the performance of various QD-based
evices.

Halide passivation not only modifies the PL properties,
ut also can greatly enhance carrier mobility inside a solid
D film, as it was demonstrated in the work of Ning et al.

134]. Here, PbS QDs were treated with tetrabutylammo-
ium iodide (TBAI) in solution, and the resultant QD-based
hotovoltaic cells and field effect transistors made thereof
ave shown higher carrier mobility than the ones made of
ntreated QDs. Mobility is expected to be related to the den-
ity of nanoparticles in the film, thus removal of bulky oleic
cid native ligands facilitated both charge carrier delocal-
zation and hopping. A further major factor in the operation
f QD-based photovoltaics and transistors is the presence of
lectronic trap states that are located energetically beneath
he transport band. The authors hypothesize that the reduc-
ion in the density of these trap states within the bandgap

chieved by surface treatment with iodine ions has led
o observed order-of-magnitude improvement of electron
ransport when compared to the devices based on untreated
Ds.
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ther aspects of hole transfer

nother type of the influence of ligands on the optical
roperties of QDs through hole delocalization has been
emonstrated [127]. Dodecylamine-coated 1.6-nm and 2.0-
m CdSe QDs were treated with phenyldithiocarbamates in
rder to replace the original surface ligands. This led to a
rastic decrease in the observed band gap of QDs, espe-
ially pronounced in the case of the smaller nanocrystals.
his effect was further enhanced upon increase in the pro-
ortion of substituent ligands compared to the original ones.
t was assumed that the change in the observed band gap
nergy was due to the delocalization of the holes between
he inorganic and organic parts of the QD caused by match-
ng the energies of the HOMO of the phenyldithiocarbamate
igand and 1.6-nm CdSe QDs, probably accompanied by a
maller contribution of electron delocalization.

The effect of QD ‘‘blueing’’ caused by photochemical
oping of the 1Se levels of CdSe QDs with electrons upon
naerobic photoexcitation in the presence of Li[Et3BH], a
trong hole acceptor, has been observed [135]. Filling of the
D conduction band with electrons leads to two effects vis-

ble in the absorption spectra, which can be regarded as
pecific signatures of the hole trapping by a strong hole
cceptor: strong bleaching of steady-state absorption in
he spectral region of the first excitonic transition and the
ppearance of a new absorption band in the IR region, which
s related to intraband transitions of the electrons localized
n the conduction band in the excited state. It is noteworthy
hat the excitonic photoluminescence is almost completely
uenched after photochemical electron doping; however,
pon exposure of the doped QDs to the environment, photo-
uminescence and other optical properties can be restored.
inally, the authors have shown that similar though less
ntense spectral changes arise from reduction of the QDs by
iphenyl radical anions. In the case of chemical reduction,
he spectral changes of QDs become less reversible, which
s attributed to chemical side reactions and degradation of
Ds.

Ding et al. [136] carried out a comprehensive study
n the correlation between the photoluminescence quan-
um yield and hole trapping kinetics. They used highly
missive CdSe/CdS QDs and tunable ferrocene-based hole
cceptors with various chain lengths and, hence, driving
orces of hole transfer. The combination of a tunable charge
cceptor and precise control over shell thickness allowed
he authors to explore the hole transfer process with the
ate range spanning four orders of magnitude. By study-
ng the evolution of the photoluminescence quantum yield
f core/shell QD batches with various shell thicknesses,
igand lengths, and numbers of adsorbed ligands, the authors
howed that ligand-dependent photoluminescence quench-
ng via the hole transfer mechanism could be either linearly
r nonlinearly related with the ligand concentration on the
D surface, which resolves the root of contradictory data
n this subject [136]. The difference in photoluminesce-
ce quenching trends is governed by the ratio between
he rates of radiative decay and hole transfer (kr and

HT, respectively). In the limit case where kr � kHT, pho-
oluminescence quenching linearly depends on the ligand
oncentration, whereas a strong nonlinear dependence is
bserved in the case of thin-shell systems and efficient hole
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Charge transfer and separation in photoexcited quantum do

acceptors (kr < kHT), where only a few ligands per QD cause
complete photoluminescence quenching.

Charge carrier transfer in QD-based systems is a process
of exciton separation into electrons and holes and their seg-
regation in different physical parts of a QD. Experimental
studies show that this process can be controlled by various
approaches, including modification of the inorganic struc-
ture of QDs and the structure of their surface ligands and
incorporation of charge donors and acceptors into the ligand
shell. The following sections of our review will focus on the
use of these approaches to control charge separation and
transfer in QD-based catalytic systems, photovoltaic cells,
and light-emitting diodes.

Charge carrier transfer in systems of quantum
dots and wide-band-gap semiconductors

Wide-band-gap semiconductors, such as TiO2 [137,138] ZnO
[139—141], and SnO2 [142—144], are another type of elec-
tron acceptors which can drive charge carriers from QDs via
charge transfer mechanisms. Systems consisting of wide-
band-gap semiconductors and QDs are intensely studied
because they are promising in the fields of photocatalysis
[145,146], water splitting [147,148], and solar cells fabrica-
tion [141,149—152].

The driving force of charge transfer between wide-band-
gap semiconductors and QDs has the same nature as that of
the charge transfer from QDs to organic charge acceptors,
namely, the energy difference between the band edges of
the QD and the wide-band-gap semiconductor. Therefore,
the general approaches that allow one to control and tune
the driving force of the transfer process are the same as
in the case of organic molecules. For example, the charge
transfer control through modification of the QD band pos-
itions has been studied by analyzing PbS QDs with sizes of
3.8, 5.2, and 6.0 nm deposited onto the surface of TiO2

nanobelts [153]. This system was characterized using steady-
state and dynamic photoluminescence spectroscopies in
order to understand the correlation between the QD size and
the rate of electron transfer. Emission decay measurements
showed that an increase in the QD size led to reduction of the
emission decay rate for deposited QDs. In addition, it was
observed that, when the amount of the QDs deposited onto
the TiO2 surface decreased, the emission decay rate rose,
and these changes become less significant with increasing
size of deposited QDs. Thus, deposition of any amount of
6.0-nm PbS QDs onto the surface of TiO2 nanobelts did not
lead to changes in the QD emission decay rate. The authors
assumed that the differences between the photoluminesce-
nce decay kinetics of QDs of different sizes deposited on TiO2

were due to the lowering of the PbS conduction band edge
level with the growth of the nanoparticle diameter caused
by the quantum confinement effect. This, in turn, led to low-
ering of the charge transfer driving force; for 6.0-nm QDs,
the edge of the conduction band became even lower than
that of TiO2, which led to complete suppression of electron
transfer and, hence, insensitivity of the QD photolumine-

scence decay kinetics to deposition on the surface of the
electron-accepting titanium dioxide.

Similar results were obtained for CdSe QDs and TiO2

[154]. Series of CdSe QDs with sizes between 2.4 and 7.5 nm
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ere deposited onto TiO2 nanoparticles, and the absorbance
leach recovery rates were compared for bare QDs and
eposited ones. The rate of bleach recovery associated with
he transfer of electron from the deposited QDs was higher
han that of bare QDs in the solution, this rate decreasing
ith an increase in the size of the deposited QDs. Thus,

t was confirmed that the size of the QDs, because of its
lose correlation with the energy positions of band edges,
layed the key role in the electron transfer from QDs to a
ide-band-gap semiconductor.

An alternative approach to modulating the energy differ-
nce between the conduction bands of CdSe QDs and TiO2 is
o tune the band edge of TiO2. It has been shown that proto-
ation of the TiO2 surface can shift the band edge of TiO2 to
ore negative (relative to NHE) potentials when pH of the
edium is decreased [155]. CdSe QDs were deposited onto

he surface of nanostructured TiO2 and SiO2 films in order to
nvestigate electron transfer in these systems [156]. Since
iO2 is an insulator with an extremely high conduction band
dge, it cannot take part in the transfer of an electron,
nd any kind of disparity in the kinetics of photolumine-
cence between TiO2 and SiO2 can be attributed solely to
he electron transfer from QDs to TiO2. Emission lifetime
easurements showed that variation of the solution pH did

ot affect the emission lifetime in the CdSe—SiO2 system, in
ontrast to CdSe—TiO2, where an increase in pH was found
o prolong the emission lifetimes and, hence, decrease the
ate of charge transfer from QDs to TiO2. This confirms the
ssumption that variation of pH of the medium can shift the
osition of the TiO2 conduction band, thereby affecting the
riving force of charge transfer.

Another method of boosting the charge transfer in the
D—TiO2 system has been demonstrated in Ref. [157]. Here,
dSe QDs were bound to TiO2 nanoparticles via a squaraine

inker dye. In order to understand the mechanism of charge
ransfer in this system, the interaction between CdSe QDs
nd squaraine was investigated. It was shown that, upon
inking of the dye to the QD surface, the QD lumines-
ence intensity was considerably decreased, whereas the
quaraine dye emission intensity was increased compared
o the unlinked dye. It was assumed that this phenomenon
esulted from energy transfer from the QD as a donor to the
ye molecule as an acceptor. The overlap between the QD
mission spectrum and the dye absorbance spectrum com-
ined with direct adsorption of the dye molecule on the QD
urface makes it possible for energy to be directly trans-
erred via FRET. Furthermore, the authors used transient
bsorption spectroscopy to demonstrate electron transfer
rom squaraine to TiO2, which was possible due to the energy
ifference between the LUMO of the squaraine dye (−0.91 V
elative to NHE) and the conduction band edge of TiO2

−0.5 V relative to NHE). Since the conduction band level
f CdSe QDs (−0.70 relative to NHE) lies deeper than that
f the dye, the combined energy and charge transfer in
he system studied allowed the researchers to increase the
verall driving force of electron transfer between QDs and
iO2, which was confirmed by an increased performance of
olar cells based on the TiO2/dye/CdSe system compared to

iO2/CdSe (the power conversion efficiencies were 3.65 and
.05%, respectively).

Linkers, the molecules which bind QDs with wide-
and-gap semiconductors, can strongly affect the charge



2

t
m
T
f
(
(
fi
t
a
i
o
i
d
c
e
Q

l
C
l
3
t
w
t
e
u
T
d
t
t
o
Q
i
w
L
l
t
a
t
w
m
p
c
e
c
fi
t
l
m
t
i
m
i
l
e
w
f
c
t
c
m
t

a
t
b
c
p
r

e
t
s
w
e
Z
m
(
i
a
L
T
t
s
m
o
t
t
t
l
c
e
(
m
t
Q
a
i
Q
t
c
q
Q
(
t
d
i
i
o
s
r
�
t
p
a
r
I
w
e
C
r

00

ransfer rate [158,159]. The influence of the type of linker
olecules on the charge transfer between CdSe QDs and

iO2 nanoparticles has been investigated [160]. CdSe QDs
rom three different batches were bound to TiO2 and SiO2

as a neutral reference) nanoparticles via thioglycolic acid
TGA), 3-mercaptopropionic acid (MPA), oleic acid, or sul-
de anion (S2−). Emission decay measurements showed that
he rate of electron transfer is increased in the order oleic
cid < MPA < TGA < S2−, the transfer being practically absent
n the case of oleic acid. It was assumed that the rise
f the electron transfer rate was due to the difference
n the energy barrier that prevents the charge transfer,
etermined by the differences between the hydrocarbon
hain lengths of the ligands. Thus, the shortest ligand, S2−,
nsured the highest rate of electron transfer in the CdSe
D/TiO2 nanoparticle system.

Data on the influence of the nature and length of the
inker molecule backbone on the electron transfer between
dSe QDs and tin dioxide nanoparticles have been pub-

ished [161]. Here, n-methylene (HS [CH2]n COOH, n = 1,
, 5, 7) and n-phenylene (HS [C6H4]n COOH; n = 1, 2) �,�-
hiocarboxylic acids were used to bind two components
ith each other. Fixed sizes of both nanoparticles ensured

he equality of the driving force of charge transfer in
ach system studied. Electron transfer was investigated
sing time-resolved THz photoconductivity measurements.
he essence of the measurement method can be briefly
escribed as follows. After selective absorption of a fem-
osecond optical pump pulse by the QD, electron transfer
hrough the molecular bridge to the oxide nanoparticle can
ccur: the excess energy (�G) of excited electrons in the
D relative to the oxide conduction band (i.e., the driv-

ng force) triggers the electron transfer through a barrier
ith the potential height and width determined by the
UMO level of the molecular bridge. Free electrons popu-
ating the oxide conduction band can be selectively probed
hrough their photoconductive response to THz pulses. The
uthors observed deceleration of electron transfer for both
ypes of linkers, with an aromatic or an aliphatic backbone,
ith increasing bridge length; however, phenylene-based
olecules exhibited higher rates of electron transfer com-
ared to the methylene analog with the same length. DFT
alculations have shown that the difference between the
lectron transfer rates in the systems employing these two
lasses of linkers is determined by two main factors. The
rst one is the difference in the localization of the fron-
ier molecular orbitals: the orbitals of methylene-based
inkers are compactly localized at the polar ends of the
olecule, while phenylene linkers exhibit strong delocaliza-

ion throughout the molecular structure. The second factor
s the HOMO—LUMO energy gap, which is very large for
ethylene-based linkers, making the LUMO level close to the

onization threshold, and relatively low for phenylene-based
inkers. Therefore, the height of the potential barrier for
lectron transfer is considerably lower for the latter linkers,
hich means that the aromatic n-phenylene bridges allow

aster electron transfer from CdSe QDs to SnO2 nanoparticles
ompared to n-methylene ones. Finally, the authors note

hat their data quantitatively agree with the data on the
onductance through single molecules and self-assembled
onolayers, which indicates that the conductance and elec-

ron transfer rates are indeed closely correlated. This has
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t
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llowed the authors to assume analogy between simple resis-
ors to current flow and the molecular bridges sandwiched
etween the QD donor and the oxide acceptor, where higher
oncentrations of electrons in the phenylene moieties com-
ared to methylene ones correspond to the differences in
esistance.

Similar results have been obtained in a study on the influ-
nce of the nature of the linker molecules on the electron
ransfer from CdSe QDs to ZnO nanowires [162]. The authors
howed that a simple rectangular barrier tunneling model
as insufficient for explaining the difference between
lectron transfer rates in three systems in which QDs and
nO nanowires were bound via structurally similar linkers:
ercaptoacetic acid (MAA), 2-mercaptopropionic acid

2MPA), and 3-mercaptopropionic acid (3MPA). Specifically,
t was found that the rates of electron transfer through MAA
nd 2MPA molecules, which had almost equal lengths and
UMO energies, differed by a factor of more than three.
hen, the authors used the bridge-mediated electron-
ransfer theory [163] to show that electron transport rate
trongly depended not only on the LUMO energy of the linker
olecule, but also on the topology of the frontier orbital

f the molecular linker, especially the orbital amplitudes at
he terminal atoms, where the electron enters and leaves
he molecule. Apart from the type of the linker, its concen-
ration in the solution during exchange of the QD original
igands and the method of QD deposition onto the semi-
onductor have been shown to be important factors of the
lectron transport kinetics [164]. In that study, �-alanine
�-Ala) was used as a binder between CdSe QDs and a TiO2

esoscopic film in order to estimate the applicability of
rap-state-remediating amine compounds as linkers at the
D—metal oxide interface of QD-sensitized solar cells. An
dvantage of �-alanine is its Lewis basicity, owing to which
ts binding to the QD surface leads to passivation of the
D surface trap states, in contrast with the generally used
hiol-based linkers, such as short mercaptoacids. Indeed, a
onsiderable increase in the CdSe QD photoluminescence
uantum yield was observed upon addition of �-Ala to the
D solution to a concentration of approximately 0.08 mM
∼17 �-Ala ligands per QD). However, at higher concentra-
ions of the ligand, the photoluminescence quantum yield
rastically dropped, which was explained by the fact that,
n addition to the trap-state passivation, �-Ala plays an
mportant role in reducing the electron—hole wave function
verlap in the QD [165]. Femtosecond transient absorption
pectroscopy was used to correlate the charge transfer
ate in the CdSe QD—TiO2 system and the concentration of
-Ala in the ligand exchange solution [164]. Fig. 6 shows
he results of this study, along with the evolution of the
hotoluminescence quantum yield described above. The
uthors presumed that the decline of the electron transfer
ate constant (ket) in the low concentration window (region
) was likely to be caused by charging of the QD surface,
hich led to enhanced confinement of the photogenerated
lectron in the QD core by the �-Ala linkers through
oulombic repulsion. The subsequent increase in ket in
egion II (Fig. 6) was apparently caused by intense hole

rapping. Although hole trapping occurred in region I, the
robability of hole trapping (kht) was minimal here due to
he presence of only a small amount of �-Ala on the QD sur-
ace. In the high linker concentration window, hole trapping
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Figure 6 Fluorescence quantum yield (black) of �-Ala-
modified QDs suspended in toluene plotted in comparison with
ket (blue) of these samples deposited onto TiO2.

Figure 7 Schematic microstructure and the band energy dia-
gram for (a) TiO2/CuInS2, (b) TiO2/CdS, and (c) TiO2/composite
showing the different possibilities of electron transfer from QDs
to TiO2.
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Reprinted with permission from [164]. Copyrights 2013 Ameri-
can Chemical Society.

became more prominent and activated charge separation
in QDs, thus increasing the rate of electron transfer. It was
also shown that the method of QD deposition onto TiO2

nanoparticles had a significant effect on the rate of electron
transfer [164]. Comparison of the two deposition methods
that employ �-Ala linkers, one of which resulted in partial
passivation of the QD surface (here, TiO2 nanoparticles
were treated with linker molecules prior to deposition of
TOPO-coated QDs), and the other one ensured complete
encapsulation of QDs through preliminarily coating them
with linkers, showed a threefold higher rate of electron
transfer in the former case. However, in both cases, the
electron transfer rates were sufficiently smaller than
those in the system where TOPO-coated QDs were directly
deposited onto TiO2 nanoparticles.

The high efficiency of electron transfer from QDs directly
deposited onto wide-band-gap semiconductors can be fur-
ther improved by forming a semiconductor overlayer [166].
CuInS2 QDs were directly deposited onto TiO2 nanoparti-
cles without the use of linker molecules. Efficient electron
transfer in this system was confirmed by the difference
in the absorption bleach recovery kinetics between the
CuInS2—TiO2 and CuInS2—SiO2 systems. The rate of the
bleach recovery was significantly higher in the former sys-
tem, which confirmed electron transfer from QDs to TiO2 as
an excitation relaxation pathway. Deposition of a CdS layer
on top of CuInS2 QDs electrophoretically deposited onto a
TiO2 mesoscopic film using the SILAR technique was shown to
cause a twofold improvement of the QD-sensitized solar cell
performance. This effect was accounted for by the forma-
tion of a direct CuInS2 → CdS → TiO2 cascade electron flow
caused by favorable energetics of the three-component sys-
tem. As shown in Fig. 7c, the levels of the conduction bands
of bulk CdS, CuInS2, and TiO2 (−1.0, −0.95, and −0.5 V rel-
ative to NHE, respectively) favor cascade electron hopping

in such a ‘‘common shell’’ system. This mechanism of medi-
ated electron transfer is believed to provide better charge
separation, transfer, and overall photovoltaic performance
than those in the TiO2/CuInS2 and TiO2/CdS systems [166].

Z
m
s
f

eprinted with permission from [166]. Copyrights American
hemical Society.

Formation of a shell atop the QD core resulting in a
ype I heterostructure, while being expected to hinder
harge transfer by creation of a potential barrier for the
xcited carriers [55,167], still can improve the charge
ransfer from QDs to a wide-band-gap semiconductor by
assivating the nonradiative trap states on the QD surface
168]. In Ref. [163], electron transfer from CuInS2/CdS and
uInS2/ZnS core/shell QDs to a sintered TiO2 nanoparticle
lm has been investigated, the difference between the
D photoluminescence lifetimes upon their deposition
nto TiO2 and SiO2 (the latter served as a non-acceptor
eference) being used to estimate the charge transfer rates
nd efficiencies. The electron transfer rates and efficiencies
f ZnS- and CdS-coated CuInS2 QDs were found to decrease
ith increasing shell thickness; the value of this decrease,
hich was in all cases higher for ZnS-coated QDs, was shown

o be correlated with the height of the potential barrier
reated by the shell material, and, hence, the degree of
lectron delocalization into the shell. However, the results
f experiments with 2.0-nm CuInS2 cores coated with a CdS
hell showed a deviation from this dependence. While elec-
ron transfer efficiency was found to continuously decrease
ith increasing the thickness of the shells over large

3.6-nm) cores, the growth of CdS shells over the smaller
2.0-nm) cores led to an initial rise of the electron transfer
fficiency form 66 to 82%. This difference was attributed
o passivation of surface defects acting as nonradiative
ecombination centers competing with electron transfer.
hus, for smaller cores, passivation of surface defects
utweighed the creation of a potential barrier when the
hell was sufficiently thin, while the low potential barrier
reated by CdS allowed the electron transfer to remain
ighly efficient. This was observed until the shell thickness
as reached at which the effect of the potential barrier
ecame much stronger than the effect of trap passivation.

The difference between electron transfer from the
and-edge and trap states of CdSe to metal oxide semicon-
uctor nanoparticles has been analyzed [169]. Two types of
dSe QDs were obtained, the first exhibiting only band-edge
mission (QD A), and the second one exhibiting both band-
dge and trap-state emissions (QD B). In order to investigate
he electron transfer, QD A and QD B were bound to TiO2 or

rO2 nanoparticles using mercaptopropionic acid as a linker
olecule. Luminescence quenching measurements have

hown that the electron injection into TiO2 can occur both
rom the conduction band-edge and trap states of CdSe
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Ds, as evidenced by an increased dynamic quenching of
oth band-edge and trap-state emissions. Estimation of the
ependences of the band-edge and trap-state photolumine-
cence quenching on the excitation wavelength has shown
hat only the trap-state charge transfer efficiency was
ensitive to the excitation wavelength, being decreased as
lectrons became trapped more deeply. The most probable
xplanation of this effect is a decline of the driving force of
lectron injection. Hence, the results obtained in Ref. [169]
learly demonstrate that trapped electrons play significant
nd often negative role in the charge transfer in QD-based
ystems.

The possibility of tuning the effectiveness and direc-
ion of charge transfer in complex 0D—1D nanostructures
y finely selecting the energy levels of the components
as been demonstrated by Han et al. [170]. The authors
mmobilized ∼4-nm CdSe QDs onto high-aspect-ratio Tb-
oped CePO4 nanowires by means of hydrogen bonding
etween the surface ligands of QDs (either TOPO/HDA mix-
ure or 2-aminoethanethiol) and water molecules within the
anowires and on their surface. The resulting nanoscale
dSe QD—CePO4:Tb heterostructures displayed photolumi-
escence quenching and shorter lifetimes compared to
nbound CdSe QDs and CePO4:Tb nanowires. The assumption
n quenching via energy transfer was rejected, because the
pectral overlap between the possible donors and acceptors
n the system was negligible. Therefore, the photolumine-
cence quenching was primary attributed to photoinduced
harge transfer in the 0D—1D nanoheterostructure upon
xcitation. It is noteworthy that the system studied had dif-
erent spectral signatures and quenching dynamics in the
ases of excitation at 375 and 280 nm. Considering that
he valence band of QDs in the complex was at a slightly
ower level than the valence band of CePO4:Tb nanowires,
nd the conduction band of the latter was considerably
igher than that of the former, the authors have concluded
hat there are two possible mechanisms of QD photolumi-
escence quenching involving charge transfer. Specifically,
pon excitation in the near-UV to visible region (375 nm and
bove), hole transfer from CdSe QDs is prevailing, while in
he case of deep-UV excitation (280 nm and below), elec-
ron transfer predominantly occurs from CePO4:Tb to CdSe
Ds. These results are considered to have implications for
esigning novel photovoltaic architectures capable of har-
esting UV light, as well as promoting highly efficient charge
eparation [170].

After this summary of the major pathways of charge
ransfer in QD-based systems and methods for controlling
hem through modification of either the inorganic part of
he QDs or their organic shell, we will now turn to applica-
ions of QDs in the areas where charge transfer is used for
ngineering of photocatalysts, light emitting diodes (LEDs)
nd photovoltaics (PVs).

he use of charge transfer in quantum
ot-based systems and devices
uantum dot-based photocatalysis

he use of photocatalysis utilizing free solar energy to obtain
useful effect is an important task in many fields of modern

a
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n
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ife and technology, from hydrogen production and tough
hemistry to environment protection and public health.
ypical applications of photocatalysis are, e.g., water
plitting [171,172], oil chemistry [173], processing of toxic
esidues and decontamination of waste waters [174—176],
nd non-fouling coatings [177,178]. The most common
hotocatalyst for modern technology is TiO2 [179]. Its wide
se is due to its low cost, low toxicity, and well-developed
echniques of production. However, TiO2 has a significant
isadvantage as a photocatalyst because of its relatively low
hotoactivity under visible light irradiation resulting from
ts wide band gap. QDs are a new promising material for
hotocatalysis which can be active under irradiation with
isible light. QDs can sensitize commonly used photocata-
ysts, such TiO2 [180] and ZnO [181,182], or act themselves
s photocatalysts [183] for both oxidation [184,185] and
eduction [146,186] because of their narrow and tunable
and gaps and capacity for effective charge separation.
ince oxidation and reduction reactions involve transfer of
lectrons, all the approaches to controlling and improv-
ng it described in the previous sections are relevant to
hotocatalysis.

Surface ligands are an important aspect in QD-based
hotocatalysts, because the substrate molecule should be as
lose to the QD surface as possible for charge transfer, the
lementary act of photocatalysis, to proceed. The easiest
ay to ensure intimate contact of the phototreated sub-

tance with the QD is to strip off the ligand shell [187].
n Ref. [187], the photocatalytic activity of CdS QDs was
onsiderably enhanced compared to the commonly used
PA-capped QDs by means of the ligand-stripping procedure.
fter the synthesis, organic-soluble CdS nanocrystals were
reated with trimethyloxonium tetrafluoroborate and DMF
o obtain aggregated but very active photocatalyst particles
t neutral pH. The activity of these QDs in the hydrogen evo-
ution reaction was further enhanced by addition of bivalent
obalt as a co-catalyst. Note that the origin of cobalt had
o effect on the final activity of the QDs in photocatalysis:
ystems employing a simple cobalt salt or the efficient sen-
itizing dye cobaloxime exhibited about the same activity
fter a short incubation period. The authors have concluded
rom these data that cobalt precursors decompose during
he incubation period, and the product decomposition accu-
ulates at the surface, forming active catalytic species. In

ontrast to ligand-stripped QDs, MPA-capped QDs exhibited
nly a weak activity in evolution of hydrogen after treatment
ith a co-catalyst, which allowed the authors to assume

hat MPA interfered with the activity of the QD-MPA/Co sys-
em primarily because it acts as a physical barrier; another
ossible cause was the prevention of nanoparticles from
orming branched QD aggregates, thereby precluding effi-
ient charge separation and transport in the branched QD
ggregate.

Alternatively, the removal of ligands has been shown
o facilitate selectivity enhancement of the photocatalytic
ecomposition of formic acid [188]. In Ref. [187], the same
ystem of CdS QDs and cobalt co-catalyst was shown to
electively catalyze decomposition of formic acid into H2
nd CO2 when the pure substrate was used as a medium. It
hould be noted that MPA capping was necessary to ensure
n unprecedented efficiency of the catalyst with a turnover
umber greater than 6 × 105. The transfer of the catalysis
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Figure 8 Schematic description of the synthesis of PbSe/CdSe/CdS NHSs and Au-tipped PbSe/CdSe/CdS NHSs with varying mor-
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Reprinted with permission from [190]. Copyrights 2012 America

system into the aqueous media decreased its efficiency;
the reaction pathway was also altered, with formic acid
decomposed into CO and H2O. The authors found that selec-
tivity switchover to CO was determined by the basic aqueous
environment. After the transfer to an aqueous solution,
the initially deteriorated photocatalytic activity of QDs was
restored and even considerably enhanced (with a turnover
number of 3 × 106) when the ligands were stripped off using
trimethyloxonium tetrafluoroborate and DMF.

If the substrate molecules have appropriate polar groups
that can attach to the surface of QDs, they can them-
selves become surface ligands, thus removing the obstacle
for charge transfer. Photocatalyzed formation of carbon
disulfide via photoinduced hole transfer from QDs to 1,1-
dithiooxalate (DTO) has been demonstrated [189]. The
CdSe-DTO system was obtained by exchanging the original
myristate ligands to DTO, which caused significant photolu-
minescence quenching. This was attributed to hole transfer
from QDs to DTO. The authors assumed the following mech-
anism of DTO cleavage:

S2CO2
2− → CS2 + CO2 (5)

In order to test this hypothesis, the QD—DTO system was
irradiated at a wavelength of 365 nm, which was slightly
above the absorption band of DTO. This irradiation resulted
in a systematic decrease in the absorption rate at 335 nm
(the wavelength of DTO absorption), which indicated pho-
todecomposition of the surface-coordinated DTO molecules.
At a higher rate of photochemical conversion the QDs pre-
cipitated because of the loss of the water-solvating surface
ligands. Aeration of the reaction mixture was found to
strongly promote photodecomposition of DTO, which was
explained by the formation of DTO radical anion as a reac-
tion intermediate; oxygen as the ultimate electron acceptor
quenched the radical, pushing the reaction toward the
final decomposition product. Apparently, the findings show
a potential pathway for systematic removal or complete
replacement of QD surface ligands, which is necessary for

controlled photochemical syntheses of new QD—ligand con-
jugates [189].

The QD photocatalytic performance can be consider-
ably improved through heterostructuring, with QDs bound to

c
a
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emical Society.

nother semiconductor or wide-band-gap oxide, which max-
mizes the charge separation and decreases the probability
f charge recombination [190]. In Ref. [190], the photocat-
lytic activity of Au-tipped PbSe/CdSe/CdS core/shell/shell
anoheterostructures (NHSs) with type II or quasi-type II
and offsets was estimated in the reaction of the methy-
ene blue reduction under infrared irradiation. By varying
he synthesis temperature at the last stage, nanostructures
ith three different morphologies were obtained: spheres,
yramids, and tetrapods (Fig. 8). Gold nanoparticles were
rown at the most reactive sites of the obtained nano-
tructures, namely, tips or corners. These Au nanoparticles
lay the role of electron scavengers: electron localization in
he Au nanoparticles increases the photocatalytic efficiency
f the whole NHS by reducing the electron—hole overlap.
he heterostructuring approach allowed the formation of
taggered band potential offsets for the electrons, thereby
nsuring photocatalysis, which was impossible in the case
f single-component nanocrystals. The differences in per-
ormance between the three morphologies studied were
etermined by their differences in the effective hole tun-
eling distance, i.e., the distance that a hole should travel
o localize at the surface and to contact with the sub-
trate molecule. In the case of the spherical NHSs, which
isplayed the least photocatalytic activity, electron—hole
airs remained separated for a longer time compared to
he other nanostructures, and holes confined in the PbSe
ore could not reach the nanocrystal surface for the oxida-
ion of methanol, a sacrificial hole scavenger. Conversely,
n the tetrapod NHSs, the width of the CdS shell (hole
arrier) at the body of the tetrapod, was significantly
maller compared to the other morphologies, as was shown
y TEM. Combined with the extended CdS arms tipped
ith Au nanoparticles, which drive charge separation, the

etrapod-shaped NHSs exhibited a substantially higher pho-
ocatalytic efficiency than the pyramidal NHSs, let alone
anospheres. Thus, it has been concluded [190] that charge
eparation cannot entirely account for efficient photo-

atalysis, and accessibility of the substrate molecule for

hole in the ‘‘open’’ structures, such as pyramids and
etrapods, is the key factor to be considered in designing of
hotocatalysts.
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Figure 9 Electronic level diagram showing a relative alignment of excited state energies in ZnSe/CdS/Pt (a) and ZnTe/CdS/Pt (b)
h
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Light-emitting diodes
eteronanocrystals.
eprinted with permission from [191]. Copyrights 2012 America

Another example of the nanoheterostructuring approach
s presented in Ref. [191]. Two types of heterostruc-
ured Pt-tipped dot-in-a-rod nanoparticles (ZnSe/CdS/Pt
nd ZnTe/CdS/Pt) capped with mercaptopropionic acid
MPA) were tested as photocatalysts for water splitting. The
omponents of the composite were selected in such a way
hat a linear energy gradient was formed that could drive
hotoinduced charge carriers to localize in the opposite
arts of the nanorod (Fig. 9). It was experimentally found
hat ZnSe/CdS/Pt heteronanorods, but not ZnTe/CdS/Pt
nes, exhibited a high photocatalytic activity. This phe-
omenon can be explained as follows: the valence band
dge of ZnSe is lower than the HOMO of MPA; therefore, this
eterostructure can efficiently expel photoinduced holes
o the surface via ZnSe-to-ligand charge transfer, thereby
nsuring reaction flow and preventing the degradation of
he semiconductor metal composites. When ZnTe is used as
he tip, the hole transport to the MPA ligand is hindered,
ecause the band edge of ZnTe is at a higher energy level
han the HOMO of MPA. The absence of hole transfer leads
o their increased concentration in the ZnTe tip, resulting
n a higher probability of charge recombination and degra-
ation of the nanorod as a consequence of photoinduced
xidation. Furthermore, it was found that, when dissolved
PA was completely oxidized, photocatalysis stopped even

f ZnSe/CdS/Pt heterostructures were used. Addition of MPA
o the solution led to restoration of the photocatalytic prop-
rties of nanoheterorods, and hydrogen evolution occurred
t the same rate. These findings highlight the importance
f selecting suitable energy parameters of the components
f a ligand—semiconductor system for improving both the
fficiency and the stability of homogeneous photocatalytic
ater reduction in the presence of sacrificial agents.

As noted above, surface trap states slow down the trans-
er of electrons outside of QDs. The same problem arises
n the case of QD-based photocatalysis. The photocatalytic
2O splitting activities of CdSe and CdSe/CdS core/shell QDs
ere compared to clarify the effect of the CdS shell on the
fficiency of this process [192]. The photocatalytic activ-
ty of CdSe/CdS QDs in the reaction of water splitting was
ound to be ten times higher than that of CdSe QDs. This
nhancement was attributed to the passivation of deep sur-
ace trap states found in bare CdSe cores, which maintained
he reduction potential determined by photogenerated elec-
rons at a sufficient level for reduction of water. Although,
n the core—shell system, photogenerated electrons have to

unnel through the shell for the catalytic reaction to occur,
his barrier only weakly affects the efficiency of photocata-
ysis, because the electron tunneling rate is three orders

L
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emical Society.

f magnitude higher than the minimum rate required for
atalysis.

Another common approach in QD-based photocatalysis is
ecoration or sensitization of wide-band-gap semiconductor
ano- or microstructures with QDs. This approach bene-
ts from both the high absorbance of QDs in the visible or
ear-infrared spectrum and high efficiency of charge carrier
cavenging by wide-band-gap semiconductors [193]. TiO2

anotubes (TNTs) were decorated with CuS QDs by sequen-
ial treatment of TNTs with cysteine, copper (II) acetate,
nd Na2S. As a result, 3- to 4-nm CuS QDs were formed on
he surface of the oxide nanotubes. It was shown that deco-
ation of TiO2 improved the photoresponse in the visible and
ear-infrared regions, and the photoactivity of CuS/TNTs
emained high even when they were irradiated at wave-
engths longer than the exciton absorption wavelength of
he TiO2 nanotubes. These results suggest that CuS QDs can
e used as a co-catalyst to widen the usable absorption band
f TNTs.

It is noteworthy that silicon QDs, which are barely
table under ambient conditions because of oxidation by
tmospheric oxygen, could still act as photocatalysts.
ydrogen-terminated Si QDs (H-Si QDs) prepared by the
lectrochemical etching method were shown to be excel-
ent photocatalysts for CO2 reduction and dye (methyl red)
egradation [194]. The photocatalytic activity of silicon
Ds was found to be size-dependent: 1- to 2-nm Si QDs
ffectively catalyzed the reduction of carbon dioxide to
ormaldehyde and formic acid, while their larger counter-
arts had almost no catalytic activity. The authors assumed
hat this was because only in the smaller Si QDs did the
xcited electrons have sufficient energy to induce photo-
hemical reduction of CO2/CO3

2− or degradation of the dye
pon irradiation. Note that larger (3- to 4-nm) Si QDs cat-
lyzed the oxidation of aromatic compounds to aryl alcohols
n the presence of hydrogen peroxide. Formation of a thin
iO2 shell atop the silicon QDs was found to be critical in
his process, with SiO2 serving as the actual catalyst of the
ydroxylation of aromatic compounds. The authors conclude
hat cadmium-free silicon QDs could serve as a versatile
hotocatalyst for reduction, decomposition, and selective
xidation and be used as building blocks of novel complex
anostructured catalysts.
ight emitting diodes (LEDs) are of major importance in
he modern world. LEDs are basic components of displays
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Charge transfer and separation in photoexcited quantum do

in almost every stationary or portable electronic device.
Semiconductor QDs, with their unique optical properties,
including color tenability, high color purity, near-unity pho-
toluminescence quantum yield, and high color reliability,
offer great prospects in development of a new generation
of LEDs and displays. Basically, there are two types of QD-
based LEDs (QD-LEDs): those operating on the principle of
down-conversion, where QDs are used as phosphors to sat-
urate the emission of blue LEDs to white light spectrum,
and electroluminescent (EL) LEDs. The principle of EL QD-
LED operation is carrier transport through charge-transport
layers and direct injection of the two types of carriers into
QDs, where they can recombine with emission of a photon.
Here, we will focus on EL QD-LEDs, because their operation
is closely related to the properties of charge transfer in QDs,
and the performance of these devices can be tuned to some
extent by control over charge transfer.

Like widely used organic light emitting diodes (OLEDs), EL
QD-LEDs are commonly designed as multilayer structures, in
which QDs are incorporated as an active layer sandwiched
between charge-transport layers. The efficiency of a QD-LED
is mainly determined by the balance between the rates of
charge carrier transport from the electrodes to the active
layer and the rate of their transfer into QDs, where the car-
riers finally recombine. Therefore, the major part of the
studies dealing with QD-LEDs are aimed at selecting optimal
electron and hole transport layer materials [195—200]. In
general, the results of these studies show several important
conditions that should be met for efficient QD-LED opera-
tion. First, the HOMO energy levels of the hole transport
layer (HTL) material should facilitate the injection of holes
into the VBE of QDs; at the same time, the HTL should
have energy barriers for electrons to prevent them reach-
ing the anode. Similarly, the electron transport layer (ETL)
should act as a barrier for holes heading toward the cath-
ode, and both HTL and ETL should have sufficient energy
gaps between the HOMO and LUMO in order to minimize the
absorption in the visible spectral region. Fine matching of
the energetics at the interface between the transport layers
and the QD emissive layer may be achieved by introducing
a thin interlayer [201]. In Ref. [200], a layer of 1,3,5-tris(N-
phenylbenzimidazole-2-yl)benzene (TPBi) as thin as 7 nm
was introduced between the QD emission layer and the
4,4-N,N-dicarbazole-biphenyl (CBP) HTL in order to control
the energy-level alignment at the HTL—emission-layer inter-
face. The benefit of the introduction of this interlayer was
that the charge accumulation zone and the exciton forma-
tion zone became spatially separated as a result of a larger
energy mismatch between the HOMOs of CBP and TPBi than
between the HOMO of TPBi and the QDs valence band, which
prevented the associated exciton quenching and improved
the performance of the QD-LED device. Specifically, a 3.5-
nm TPBi interlayer determined a 46% enhancement of the
peak efficiency.

The surface ligands of QDs considerably influence the
parameters of charge transfer outside and inside of the QDs.
Since the efficiency of QD-LEDs is closely correlated with the
relative charge transport and transfer rates, modification of

surface ligands is a potential approach to controlling the
device operation. The efficiency of QD-LEDs with long- and
medium-chain aliphatic ligands on the surface of CdSe/ZnS
QDs is twice higher than that of QD-LEDs where aromatic
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igands are used [202]. The difference in the performance is
ssumed to result from stronger exciton localization in the
ase of aliphatic ligands, which is supported by a weaker
onductance of the ligands themselves and a more sparsely
acked QD layer.

The influence of the QD surface ligands on the perfor-
ance of QD-LEDs has been investigated in more detail in

ef. [203]. Here, octadecylamine coating Mn-doped ZnS QDs
fter the synthesis was exchanged to a series of alkyldithi-
ls with various chain lengths, including 1,2-ethanedithiol
EDT), 1,4-butanedithiol (BDT), 1,6-hexanedithiol (HDT),
nd 1,8-octanedithiol (ODT). Manganese doping prevented
hotoluminescence quenching due to trap formation caused
y thiol ligands, which normally boost nonradiative recombi-
ation. The dependence of the QD-LED performance on the
ype of the dithiol ligands was complex. It was found that the
lectroluminescence intensity and external quantum effi-
iency of EL QD-LEDs made of QDs with different ligands
ecreased in the following order: HDT > ODT > BDT > EDT;
.e., for the performance of the QD-LEDs to be maximum,
he ligands had to be neither too short nor too long. This
as been explained by variation of the QD film conductance
epending on the density of QD packing, which, in turn,
epended on the ligand length. Thus, the authors conclude
hat there is an optimum length of the QD ligands ensuring
he highest performance of the device. For this particular
ystem, 1,6-hexanedithiol has been found to be the optimal
igand [203].

An intriguing approach to encapsulation of CdSe/ZnS QDs
sing poly(para-methyl triphenylamine-b-cysteamine acryl-
mide) block-co-polymer (PTPA-b-CAA) and its application
o EL QD-LED was demonstrated in Ref. [204]. Two types
f QD-LED were fabricated, based on either oleic acid-
apped QDs or block copolymer-capped ones. In the case
f block copolymer capping, a threefold increase in the
xternal quantum efficiency of the device was observed.
his increase of performance was attributed to the spe-
ific properties of the PTPA-b-CAA coating of QDs, which
acilitated injection of holes into the QDs by matching of
he HOMO level of the PEDOT:PSS hole-transport layer and
he valence band of QDs. Moreover, the PTPA-b-CAA coat-
ng allowed the formation of a very uniform QD layer, filling
he voids between adjacent QDs. This uniform and solid film
nsured suppression of the possible current leakage from
he direct contact between HTL and ETL through interstitial
oids or defects in the case when the active emission layer
onsisted of oleic acid-capped QDs.

hotovoltaics

t present, solar cells account for a significant part of the
orld’s green energy production. In the past decades, con-

iderable progress has been made in the field of organic and
ye-sensitized solar cells in terms of power conversion effi-
iency. Their specific advantages of flexibility, transparency,
nd the possibility of large-scale production using solution-
ased processes make them promising candidates for the

eplacement of the widespread silicon solar cells, which
re costly but still more efficient thus far. QDs, being very
ffective in absorption of light in a wide spectral range and
ransformation of the absorbed energy into the energy of
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xcited charge carriers, have found their niches in every
ype of prospective solar cell designs [205].

Robel et al. [206] carried out one of the pioneering stud-
es on QD-sensitized solar cells (QDSCs). Having successfully
mmobilized ∼3-nm CdSe QDs onto dispersed TiO2 nanoparti-
les with the use of HOOC-R-SH bifunctional linker molecules
R = C1, C2, or C15), the authors have observed quenching
f QD photoluminescence and alteration of bleaching kinet-
cs in transient absorption spectra. These findings clearly
emonstrated fast charge separation and transfer in the
omposite CdSe—TiO2 system (within picoseconds), which
ncouraged the authors to design a three-electrode photo-
lectrochemical cell using a transparent electrode covered
ith a mesoscopic TiO2 film as a base for sensitization.
Ds were immobilized on the electrode by a method sim-

lar to that used previously for the colloid system with the
se of the same type of linkers. Measurements of the inci-
ent photon to current conversion efficiency (IPCE) have
hown that the electrodes fabricated using mercaptohex-
decanoic acid (MDA) and mercaptopropionic acid (MPA) as
inkers have almost the same maximum efficiencies and sim-
lar spectral responses, while those where thiolacetic acid
TAA) served as a linker was less efficient (maximum IPCE
f 9% of the). In contrast to organic-die-sensitized solar
ells, which exhibit steady photocurrent immediately after
xcitation, in QD-sensitized ones, both photocurrent and
hotovoltage rapidly rose and then drastically decreased
ithin the first 30 s of illumination, before stabilizing. The
ssumption that this current instability resulted from inabil-
ty of the redox couple to quickly scavenge photogenerated
oles was rejected by the authors, because the initial
urrent decay became even more predominant at higher
oncentrations of Na2S, which was used as an electrolyte
n the cell, although an increased electrolyte concentration
as expected to enhance hole scavenging. An alternative
xplanation of the rapid photocurrent decay was increased
oncentration of charge carriers at the CdSe—TiO2 heteroin-
erface and contribution of internal grain boundaries, which
ed to recombination losses and charge scattering. Experi-
ents with various excitation powers showed that the latter

ypothesis was true, because an enhanced excitation power
ed to a greater decay of photocurrent, while at a low excita-
ion power, the operation of the photoelectrochemical cell
as stable. Because the injection of electrons into TiO2 is
n ultrafast process (femtosecond—picosecond time scale)
nd transport of electrons across the nanostructured film is
elatively slow (on the microsecond to millisecond scale),
lectrons begin to accumulate within the mesoporous TiO2

etwork, and the charge harvesting efficiency of the cell
ecreases with increasing excitation intensity. Therefore,
he authors conclude that suppressed electron transport in
he TiO2—CdSe composite restricts optimal performance of
he cell at higher light intensities and shows that the charge
ransport across the TiO2 film is the main limiting factor in
dSe QD-based solar cells [206].

The performance of PbS-based solar cell has been
ignificantly improved through surface modification of PbS
Ds [207]. As-synthesized QDs were treated with tetra-

utylammonium iodide (TBAI) and 1,2-ethanedithiol (EDT)
rganic ligands in a solid-state ligand exchange procedure.
he cells fabricated using only TBAI-treated PbS QDs had
power conversion efficiency of 6%, while replacement of

o
t
s
t

K.V. Vokhmintcev et al.

he topmost QD layers with PbS—EDT resulted in a ∼35%
ncrease in the power conversion efficiency (to 8.2%). This
mprovement was attributed to the band offsets formed
etween the two PbS QD layers with different cappings,
hich effectively blocked electron flow to the anode while

acilitating hole extraction.
The effect of surface trap states in QDs on the function of

DSCs has been demonstrated by Ehrler et al. [208] The per-
ormance characteristics of PbSe and PbS-based depleted
eterojunction solar cells were compared, and it was found
hat the power conversion efficiency of PbSe-based devices
pproached 3%, which was threefold higher than that of
bS-based ones. This difference was explained by a higher
ensity of intragap states in PbS QDs than in PbSe QDs, which
as confirmed by XPS, UPS, IR absorption, and transport
easurements; this enhanced charge carrier recombination

t the PbS—ZnO heterointerface. However, the authors have
ound a way to limit this carrier recombination by reducing
he concentration of carriers in the ZnO electrode by doping
he electrode with nitrogen atoms. The open-circuit voltage
nd efficiency of PbS QD—ZnO devices were increased by 50%
pon doping of ZnO with nitrogen, which shows that this
ethod is efficient for control over interface charge carrier

ecombination in systems prone to this phenomenon.
As in the case of charge transfer in QD—ligand system,

harge transfer in QDSCs has a parameter that can be com-
ared to driving force, since it determines the rates of
eparation of the charge carriers and collection of them
t the electrodes. In the case of QDSCs, this parameter is
he difference in the energy between the HOMO level of
he donor and the LUMO level of the acceptor [209,210].
t has been demonstrated [211] that this parameter can
e increased by introducing molecules of an ionic liquid,
.g., 1-benzyl-3-methylimidazolium chloride, between the
ayers of PbS QDs and phenyl-C61-butyric acid methyl ester
PCBM) (Fig. 10). Incorporation of the ionic liquid layer into
he device improved the compatibility between the donor
nd acceptor layers, which was confirmed by a decrease in
harge transfer resistance. Formation of the spontaneous
ipole layer shifted the band edge of PCBM closer to the
bS vacuum level, which enhanced the device performance,
hose power conversion efficiency was increased from 1.62%

o 2.21%.
Colloidal quantum dots have proved to be promising for

odern technology. The ease of controlling charge transfer
rocesses and, hence, the overall operation of a nanodevice
y variation of QD structure or surface parameters allows
heir ubiquitous use to be expected in the near future.
owever, we should always be aware of nanotoxicity issues

212,213] and take them into account in engineering of
anostructure-based systems in order to make use of the
reat potential of these unique nanomaterials without com-
romising environmental safety and human health.

ummary and outlook

istorically, applied research in QDs has been focused on

ptimization of their inorganic part by improving the crys-
allinity of QD cores, coating them with epitaxial shells, and
eeking for novel QD designs (e.g., multishell structures)
hat could improve the luminescence or other properties
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Figure 10 (a) Device architecture of PbS/PCBM hybrid quantum dot-organic solar cells with ionic liquid molecules layer. (b)
with
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Schematic energy diagrams for flat band condition without and
Reprinted with the permission from [211]. Copyrights 2013 Ame

of these nanomaterials. Recent years have brought the less
studied organic shells of QDs formed by surface ligands to
the frontier of nanoscience, since this is the most versa-
tile, labile, and processable component of any colloidal
QD. Numerous published data show that surface ligands
can considerably affect the photoluminescence and carrier
dynamics of QDs, sometimes even exceeding the effects
achieved by passivation of QD cores by inorganic shells. An
almost unlimited variety of organic compounds and mod-
ern synthetic methods of organic chemistry provide a very
powerful toolbox for fine tuning of QDs to their specific
application niches, offering researchers and engineers the
possibility to modify the emission properties of QDs or to use
them as the most effective components of biotechnological
and optoelectronic products.

Investigations of ligand-specific charge transfer processes
in QD-based systems are of utmost importance. Modern tech-
niques, such as transient spectroscopy and time-resolved
photoluminescence measurements, along with fluorescence
microscopy techniques, allow us to visualize the details
of charge transfer on the single-particle and ensemble-
averaged levels. Further development of instrumentation
and generalized investigation techniques could make it pos-
sible to correlate the dynamic characteristics of ligands,
including their position on the surface, orientation, and con-
formation, with the charge-transfer properties of a QD as a

whole at the molecular level.

We consider the application-driven development of novel
ligands by methods of combinatorial chemistry, similar to
those used in drug design, to be a promising approach that

R

an ILM layer.
Chemical Society.

ill help us to control the optical and electrical responses
f QDs in the future. By adapting the structure of the lig-
nds and choosing the appropriate type of polar groups
nd the carbon radicals, one could switch between effi-
ient charge carrier generation (CT ‘‘on’’) and radiative
ecombination (CT ‘‘off’’) in QDs, both processes with a
ear-unity quantum yield Specifically, this could be achieved
y introducing special charge ‘‘buffer’’ (e.g., condensed
romatics), ‘‘transfer’’ (unsaturated chains) or ‘‘blocking’’
alkane or perfluoroalkane) fragments into the structure
f the carbon radical residue, which is basically responsi-
le for QD stabilization in surrounding media. Therefore,
fforts should be aimed at developing the general princi-
les of ligand-mediated charge transfer in QD-based systems
hrough thorough understanding of how any tiny fragment of
he ligand molecule can affect the transfer properties of the
hole ligand.
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